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What skills are we assessing? 
Cognitive validity in BMAT

Kevin Y F Cheung
Research and Thought Leadership Group, 
Cambridge Assessment Admissions Testing

Sarah McElwee
Research and Thought Leadership Group, 
Cambridge Assessment Admissions Testing

3.1  Introduction
This chapter focuses on theory-based validity (Weir 2005), which has more 
recently been referred to as cognitive validity (Field 2011), for the three sections 
of BMAT. Cognitive validity refers to the cognitive processes engaged by test 
takers when attempting test tasks, and the degree to which they resemble the 
processes engaged in non-test settings. Therefore, establishing cognitive valid-
ity requires a test developer to consider the rationale for measuring particular 
constructs and relevant cognitive theories of how the processes function.

Cognitive validity provides the rationale for selecting which constructs to 
measure and the theoretical underpinnings of these constructs; context valid-
ity is concerned with the tasks and administration conditions used to elicit 
these constructs; while scoring validity provides the evidence for how effec-
tively and accurately the constructs were measured. The three together have 
a symbiotic relationship (O’Sullivan and Weir 2011) and can be thought of 
as overall construct validity (Weir 2005), which is whether the test assesses 
what it purports to measure, and also whether it is fit for its intended use. 
Terms such as aptitude, ability and skill are used to describe the constructs 
assessed by admissions tests, and many researchers commonly refer to admis-
sions tests as aptitude tests (e.g. McManus, Powis, Wakeford, Ferguson, 
James and Richards 2005); however, this characterisation of admissions 
tests has been criticised and contested by others (Bell, Judge, Parks, Cross, 
Laycock, Yates and May 2005, Jencks and Crouse 1982), because aptitude 
is often interpreted as referring to innate ability. Furthermore, there have 
been historical changes to test specifications and theories underlying the use 
of particular terms, which impact on how they are used and understood by 
researchers. For example, the SAT, a college admissions test widely used in 
the US, was originally called the Scholastic Aptitude Test, but this was then 
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changed to the Scholastic Assessment Test (Newton and Shaw 2014). These 
days SAT is no longer an acronym and avoids the complicated connotations 
associated with various terms.

To support discussions in this chapter and throughout the rest of the 
volume, definitions of key terms are presented in Table 3.1. These are 
informed by discussions in the psychometric and educational assessment 
literature (in particular Kaplan and Saccuzzo 2012, Newton and Shaw 
2014, Stemler 2012); the definitions presented here are used by Cambridge 
Assessment researchers working on admissions tests, and it is acknowledged 
that they may not be universally accepted.

An important issue for discussing the cognitive validity of an admissions 
test is the distinction between aptitude, ability and achievement. Cambridge 

Table 3.1  Definitions of key terms

Term Definition

Ability The current level of performance, as contributed to by a 
combination of innate characteristics, academic study and 
individual preparation. Ability can be assessed in domain-
general and domain-specific contexts. 

Achievement Competence in an area, normally subject specific, 
demonstrated through prior attainment of a qualification, 
such as A Level grades.

Aptitude The potential for developing a skill, based on innate 
characteristics. 

Domain-general measure An assessment of general thinking, reasoning or problem 
solving skills that could be applied in a number of different 
contexts and subject areas.

Domain-specific measure An assessment linked to learning information from a 
specific content area. The area can be explicitly  
defined by a curriculum or indicated by specifying a topic 
area. 

Intelligence Intelligence is a contested term, without a common 
definition. Therefore, Cambridge Assessment avoids 
use of the term in test specifications, which should be 
unambiguous. Many applications of intelligence refer 
to innate characteristics, although this is controversial. 
Cambridge Assessment researchers do sometimes refer to 
intelligence, and the theory of intelligence being used is 
explicitly referred to in such cases.

IQ (intelligence quotient) An expression of an individual’s intelligence, as measured 
at a particular time by a specific instrument.

Knowledge Information about processes or topics that can be codified 
and learned. In particular, knowledge refers to sets of facts 
that can be memorised and recalled.

Potential Having or showing the capacity to develop into something 
in the future. 

Skill An ability that can be progressively developed, often 
through learning and practice. 
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Assessment researchers have previously used aptitude as a synonym for 
potential (Emery and Bell 2011) and BMAT Section 1 is titled Aptitude 
and Skills to reflect this original intended meaning. However, referring to 
aptitude in the test specification is currently being reviewed by Cambridge 
Assessment Admissions Testing in order to align the term’s usage with con-
ventions established in educational psychology. The term aptitude has his-
torical connotations linked to assessing innate abilities, and to assessing 
special aptitudes as part of vocational guidance (Newton and Shaw 2014). 
In recognition that aptitude is not used merely as a synonym for potential by 
some contemporary researchers (see Box 3.1 for an example), the term is not 
used to describe BMAT’s test construct in this volume, except where discuss-
ing Section 1’s full title.

For BMAT, which focuses on combining knowledge with successful applica-
tion of skills rather than mere recall, the cognitive processes targeted by the 
assessment form the core of the test construct. In contrast, for a test of pure 
knowledge, context validity would form a larger proportion of the test con-
struct, because it includes consideration of the content knowledge required 
to complete tasks; whereas cognitive validity would primarily consider cog-
nitive models of memory retrieval.

Deciding which cognitive processes to assess are key decisions made 
during the planning and design phases of the test development cycle (see 
Chapter 1 for an overview of the phases). Ongoing review of cognitive valid-
ity is also of interest for test providers, to ensure that the test assesses the skills 
or abilities that it is intended to measure. Questions that can be answered 
through trivial means, such as eliminating entirely implausible options or 
through unintended clues or using extraneous information, compromise the 
validity of an assessment. Achieving a high score on a test of thinking skill, 
scientific reasoning, or written communication should require candidates to 

Box 3.1 � Stemler (2012:11) on the distinction between aptitude, ability and 
achievement

For one individual, it may take a decade to learn to perform a particu-
lar piece of music, and for another individual it may take only a few 
days. The latter would be said to have higher aptitude than the former; 
however, both individuals share the same degree of ability in that they 
demonstrate with equal competence the mastery of a specific skill 
set . . . . A person with high music ability who has never participated in a 
concert or been evaluated by a teacher as achieving a particular “grade” 
level on an instrument lacks demonstrated achievement, even as she may 
possess high ability and/or aptitude. (emphasis added)
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engage in cognitive processes similar to those they would use in relevant real-
world contexts. This illustrates that cognitive validity does not exist in isola-
tion from the test’s use; instead, consideration of how cognitive skills will be 
used after the test shapes the design of the assessment.

Furthermore, contextual features of a task, such as the time allocated, 
response format, and dependency on prior knowledge are determined by 
the cognitive processes that the test items and tasks are intended to assess. 
By outlining these issues, the present chapter demonstrates how considera-
tion of cognitive validity and context validity is intertwined for BMAT, and 
argues that all test providers have a responsibility to consider both cognitive 
and context validity.

Researchers face specific challenges when exploring cognitive validity, 
partly due to the nature of standardised assessment. Generally, a test score is 
derived from assessing a final submission, whether a set of selected responses 
or a candidate-constructed response (e.g. an essay). Therefore, research 
based on test scores, and in fact interpretation of scores for selection pur-
poses, rely on inferring that correct or high-scoring responses result from the 
cognitive processes being targeted. Similarly, a low score indicates that the 
test taker did not perform the targeted cognitive process to a high standard, 
but live test sessions rarely offer direct evidence of this inference. This means 
that a posteriori data from live test sessions can only provide limited evidence 
of cognitive validity; therefore, a priori theories about the test construct form 
the basis of cognitive validity (Weir and O’Sullivan 2011).

The present chapter outlines how cognitive features were considered in 
the development of BMAT from predecessor assessments and how the cogni-
tive processes of test takers have been investigated with research. In order to 
contextualise the application of Weir’s (2005) framework, the following part 
of the chapter focuses on cognitive validity specifically in relation to BMAT.

3.2  Cognitive validity and its importance to BMAT
Correctly answering a test task should require candidates to replicate cogni-
tive processes which might be required in relevant non-test contexts, which in 
the case of BMAT are the study of medicine, dentistry and related subjects. 
The focus on biomedical study, rather than clinical practice, is a conscious 
decision that has important implications when considering the cognitive 
validity of BMAT. This approach recognises that universities may evaluate 
an applicant’s suitability for the actual practice of medicine and dentistry, by 
employing other selection methods. Furthermore, some of the non-academic 
skills used in clinical settings are specific to the context and targeted for 
development as part of clinical training. Therefore, investigation of BMAT’s 
cognitive validity is concerned with the relevance of the assessed skills for 
biomedical study, and also how these skills will be employed in the testing 
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environment compared to the real world. In the context of high-stakes tests, 
a compromise is inevitably needed between considering task authenticity (i.e. 
the degree to which they resemble tasks faced in non-test environments) on 
the one hand, and safeguarding against other threats to validity on the other. 
Increasing the authenticity of a test at the cost of scoring validity, fairness, or 
security would typically not be acceptable from an overall validity argument 
perspective.

One approach for achieving task authenticity is to design tasks that simu-
late how the assessed skills will be used. For example, a speaking exam might 
role play situations that a test taker would expect to encounter when using 
the language they have learned, such as shopping or asking for directions 
(Galaczi and ffrench 2011). However, this is more difficult for an admissions 
test such as BMAT, because medical study is something that a BMAT candi-
date is unlikely to have experienced before sitting BMAT. Therefore, perfor-
mance on an authentic and relevant task can depend on knowledge that the 
test taker would not reasonably be expected to have at the point of applying. 
An authentic task with good cognitive validity for medical study might require 
the test taker to complete an exam testing advanced knowledge of physiology. 
Alternatively, a task assessing skills used in clinical practice would ask the 
applicant to conduct a medical procedure or a differential diagnosis for a simu-
lated patient. Although these would elicit relevant cognitive processes in some 
test takers, it is unreasonable to assume that all applicants to medical school 
have the necessary knowledge to complete these tasks successfully, particu-
larly as these skills are intended to be taught as part of the course for which they 
are applying. In addition, more specialised tasks can be particularly difficult 
to prepare for, and there can be differences in the availability of preparation 
materials or access to work experience opportunities in the medical profession. 
These tasks could potentially compromise other aspects of validity, illustrat-
ing how cognitive validity is best considered alongside test taker characteris-
tics and consequential validity, which includes issues of fairness and bias.

Given these concerns, it is clear that the cognitive processes and skills to be 
assessed should be the subject of careful consideration in a medical selection 
context. According to Weir (2005), cognitive validity poses a main research 
question: What are the skills/cognitive processes elicited by the test tasks? 
Before investigating this question however, there is another one posed by 
cognitive validity that is particularly relevant to BMAT: What are the skills/
cognitive processes that the test should aim to elicit?

For BMAT, cognitive validity can be conceptualised as the extent to which 
test items elicit the types of mental skills required of a biomedical student during 
their course of study. Clearly, there are determinants of successful biomedical 
study that are beyond the scope of what can be validly assessed with an admis-
sions test. For example, personal qualities and personality traits, sometimes 
referred to as non-cognitive skills (Patterson, Knight, Dowell, Nicholson, 
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Cousans and Cleland 2016), are increasingly recognised as important in the 
context of medical study and practice (Katz and Vinker 2014, Koenig, Parrish, 
Terregino, Williams, Dunleavy and Volsch 2013, Powis 2015); these might 
not be suitable for testing in the exam hall. Therefore, admissions tests such as 
BMAT should be seen as one tool in the selection process that is recommended 
to be used alongside other methods of assessment and evaluation (Cleland et al 
2012). Standardised testing can only claim to assess a subset of the criteria that 
might facilitate successful medical study, and cognitive validity should inform 
decisions regarding all assessments that form part of this process. Part of the 
test developer’s responsibilities for cognitive validity lie in considering the con-
structs and processes most relevant to the non-test setting that is being selected 
for. This is not a simple task in the context of biomedical study. Even if a test 
developer only concentrates on cognitive abilities, the constructs that might be 
described as relevant to biomedical study are infinite, because constructs can 
be broadly or narrowly defined.

A case could be made for testing numeracy, working memory capacity, 
knowledge of statistics, verbal reasoning, or even spelling ability. However, 
the strength of the theory and evidence base for the relevance of these con-
structs must be evaluated as part of test design. Due to the range of plausible 
constructs to assess, a key decision for the test developer is the selection of 
the ones which are most suitable. Given unlimited testing time and appli-
cants who are immune to fatigue, a multitude of scores could be produced 
for various skills, but this is not a practical starting point for a test provider. 
Almost all of the attributes that might be tested include a cognitive compo-
nent, even those referred to as non-cognitive; for example, responding to a 
self-report personality assessment typically requires candidates to engage 
reflective processes. It is these cognitive processes engaged in responding that 
are considered when evaluating cognitive validity.

To address both the question of what skills should be assessed and which 
processes are actually elicited by BMAT, the main content of this chapter is 
split into two parts. Firstly, in part 3.3, the original impetus for the test and its 
roots in predecessor assessments are described to contextualise the constructs 
measured by each section of BMAT, with a focus on their cognitive compo-
nents. The construct of a test is what the test purports to measure, including 
the cognitive theory (or theories) regarding the skills being targeted by the test. 
Relevant literature on the cognitive processes involved in critical thinking, 
problem solving, scientific reasoning and written communication are briefly 
reviewed, alongside example BMAT tasks. The rationales for selecting these 
skills are discussed, presenting an argument that these are the skills that should 
be assessed for biomedical study. Discussion of how cognitive validity inter-
twines with other aspects of validity is also included throughout this part of the 
chapter, particularly with regard to Section 2 and context validity.

The next portion of the chapter, part 3.4, provides examples of Cambridge 
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Assessment research studies that evaluate how well BMAT tasks assess the 
identified skills. These illustrate approaches to investigating cognitive valid-
ity that can be applied to other similar tests, and how the findings can inform 
the overall evaluation of a test.

3.3 � Selecting and defining the cognitive 
processes included in BMAT

Deciding on the cognitive processes to assess is an important component in 
the design and planning phases of a test development and validation cycle 
(see Chapter 1 for an overview of the cycle). It is vital that the cognitive pro-
cesses targeted by a test are well defined, so that papers are constructed to 
capture these qualities suitably.

BMAT has its origins in a programme of collaborative research and devel-
opment involving the University of Cambridge, the University of Oxford, 
University College London (UCL), Imperial College London and the Royal 
Veterinary College (RVC). The test was designed to supplement existing sources 
of information (such as examination results, personal statements and perfor-
mance at interview) to aid the process of selection for competitive biomedical 
degree courses, and the kinds of reasoning assessed by BMAT reflect this.

The institutions involved in developing BMAT had a number of require-
ments in common:
•	 to differentiate between applicants with the highest prior attainment in 

their school examinations
•	 to ensure that applicants’ scientific understanding is adequate for the 

study of biomedical sciences, and that they can cope with the demands 
of a rigorous science-based course

•	 to provide a common measure for comparing applicants from a variety 
of educational backgrounds and with a variety of qualifications, 
including overseas applicants, mature applicants, and applicants from 
different school types, many of whom only had predicted grades at the 
point of application

•	 to allow admissions staff to focus resources towards applicants with a 
realistic chance of receiving an offer.

Precursors to BMAT
Cambridge Assessment’s involvement in developing tests of academic apti-
tude stretches back to the 1980s with the development of a Law Studies Test 
in collaboration with the Law Schools Admissions Services in the United 
States (Black 2012). This, together with further work done by Alec Fisher 
on a proposed test of academic aptitude for higher education (Fisher 1990a, 
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1990b) led to a wider project, MENO, that set out to identify, define and 
assess those thinking skills that are important for success in higher educa-
tion (Chapman 2005). At its conclusion, the MENO project also developed 
standardised assessments of these skills for use in higher education selection; 
therefore the tests from MENO are ancestors of various admissions tests that 
have a domain-general thinking skills component, including the Thinking 
Skills Assessment (TSA) and BMAT.

The development of BMAT was influenced by the findings of the MENO 
project and the requirements of the various universities outlined previously. 
BMAT’s development was also informed by two pre-existing tests that had 
been trialled and shown to make a positive contribution to student selection: 
the Cambridge Medical and Veterinary Admissions Test (MVAT) and the 
Oxford Medical Admissions Test (OMAT) (Emery and Bell 2009, James and 
Hawkins 2004).

BMAT’s test construct
The rationale and construct for each of the BMAT sections, and the influence 
of the original MVAT and OMAT tests in the development of BMAT is out-
lined in the following overview. Brief descriptions of relevant theories, tax-
onomies and models have also been included to contextualise and promote a 
theory-based approach to validity (Weir 2005).

Section 1 – Aptitude and Skills
The Aptitude and Skills section is designed to assess candidates’ thinking 
skills, which can be thought of as specific cognitive abilities. BMAT Section 
1 includes three types of item: problem solving, understanding argument 
(sometimes known as critical thinking) and data analysis and inference. 
Early conceptions of the questions that now form the basis of BMAT Section 
1 BMAT come from Fisher’s (1992) work on the higher education apti-
tude tests and the MENO thinking skills project. This early work identified 
a number of areas that became components of overall thinking skills. For 
example, Fisher proposed the construct of logical reasoning as a precursor to 
understanding argument, which should test:

[T]he kinds of reasoning skills which are used in everyday arguments 
(i.e.  arguments which . . . have been actually used by authors with a 
view to persuading their readers). [Questions are] expressed in natural 
language and do not use symbolic languages (or symbolic logic). 
Stimulus passages contain some reasoning or they contain sufficient 
subject information to serve as a basis for argument. The subject matter 
of logical reasoning items ranges very widely and may include anything 
from cigarette smoking . . . or natural science to law (Fisher 1992:4).



What skills are we assessing? Cognitive validity in BMAT

43

Fisher also lists a number of core skills identified by various education and 
curriculum bodies as central to successful critical thinking, and representative 
items from the understanding argument part of BMAT Section 1 comprise:

•	 summarising the main conclusion of an argument
•	 drawing a conclusion when premises are given
•	 identifying assumptions
•	 assessing the impact of additional information
•	 detecting reasoning errors
•	 applying principles.

The MVAT pilot at University of Cambridge in 1999 drew heavily on the 
research and development work of the MENO project. This, in turn, influ-
enced the content of BMAT Section 1, which includes item types developed 
and refined during the MENO project. The design of BMAT Section 1 was also 
influenced by work conducted at the University of Oxford’s medical school.

James and Hawkins (2004) describe a review of selection processes at 
Oxford to explore the range of practices and use of test scores for the univer-
sity’s internal selection test for medicine. Despite a variety of selection prac-
tice across the colleges of the university, it was possible to distil key abilities 
that were highly rated by tutors as follows:

•	 understanding of written texts, particularly extracting meaning from 
complex work

•	 understanding numerical data and the representation in graphical form, 
including extracting meaning from datasets

•	 communication through the use of clear written English to express 
abstractions and arguments

•	 ability to use diagrams, graphs and text to express results and arguments
•	 thinking at an abstract and conceptual level, including logical and 

numerically based reasoning.
The resulting BMAT Section 1 specification was derived from early pilots and 
includes three skills considered important for successful study in higher educa-
tion. As these skills are beneficial across many subject areas, some of the item 
types are similar to those included in more general assessments. The definitions 
of the skills included in the BMAT test specification are presented in Box 3.2.

The description of each item type in the test specification (problem solving, 
understanding argument or data analysis and inference) outlines the sub-
skills that a test taker must employ to answer test items correctly, rather than 
the knowledge that they need to demonstrate; in other words, these are the 
cognitive processes assessed by Section 1. For each item type, the definition 
is restricted to aspects of the skill that are relevant for higher education study 
and also suitable for standardised assessment.
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Problem solving is included in other Cambridge Assessment qualifications 
and examinations, such as TSA. The Cambridge International A Level in 
Thinking Skills provided by Cambridge International Examinations also con-
tains a problem solving component and defines it in the syllabus as: ‘a candi-
date’s ability to analyse numerical and graphical information, which is based in 
real life situations, and apply the right numerical techniques to find new infor-
mation or derive solutions’ (Cambridge International Examinations 2016:9).

Early versions of the test task specifications that eventually became 
problem solving were trialled as part of MENO and described as mathemati-
cal reasoning, but this was changed to formal reasoning, referring specifically 
to reasoning in a mathematical context. Following a review of the trials and 
the cognitive processes it would be desirable to elicit, the label for the cat-
egory was changed to problem solving, in order to reflect a renewed focus on 
dealing with novel problems presented in numerical, graphical and spatial 
contexts. An example problem solving item is presented in Figure 3.1.

Box 3.2  The BMAT Section 1 test specification

Problem solving
Demands insight to determine how to encode and process numerical 
information so as to solve problems using simple numerical and algebraic 
operations. Problem solving will require the capacity to:
•	 select relevant information
•	 recognise analogous cases
•	 determine and apply appropriate procedures.

Understanding argument
Presents a series of logical arguments and requires respondents to:
•	 identify reasons, assumptions and conclusions
•	 detect flaws
•	 draw conclusions.

Data analysis and inference
Demands the use of information skills (vocabulary, comprehension, basic 
descriptive statistics and graphical tools), data interpretation, analysis, 
and scientific inference and deduction to reach appropriate conclusions 
from information provided in different forms, namely:
•	 verbal
•	 statistical
•	 graphical.

(Admissions Testing Service 2016b)
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To solve this problem, the candidate must evaluate the figures provided and 
find the procedure that will give the correct answer. It is not immediately 
clear what calculations need to be conducted and the test taker must think 
at an abstract level to discover what can be done with the information that 
is available. Once the correct procedure has been identified, the calcula-
tions are not difficult to carry out, because the item is not designed to assess 
mental arithmetic; instead, the question targets the ability to identify inno-
vative solutions to the problem. This is supported by the incorrect response 
options available to the candidate, which are suitable as they are arrived at 
by following an incorrect procedure, rather than from making mistakes in 
the calculations.

Figure 3.2 shows another problem solving item, which asks the test 
taker to evaluate a table with over 70 cells and over 50 values. This problem 
requires the candidate to select the information relevant for answering the 
question. Identifying the correct answer as F does not require the test taker to 
carry out complex calculations.

Another category of items in BMAT Section 1 is the understanding argu-
ment items. Understanding argument focuses on logical reasoning and is 

Figure 3.1  Example problem solving (finding procedures) item from BMAT 
2015
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sometimes referred to as critical thinking, as in the BMAT Section 1 Question 
Guide (Admissions Testing Service 2016a). They are informed by Cambridge 
Assessment’s extensive work on assessing and operationally defining critical 
thinking as part of MENO, which is summarised by Black (2012). As a result, 
the understanding argument items assess elements of critical thinking iden-
tified in Black’s (2008) taxonomy, particularly the analysis and evaluation 
skills (see Table 3.2 for subskills).

Compared with the breadth of critical thinking subskills assessed in TSA, 
BMAT Section 1 includes a more limited set of items that focus on analysing 
and working with logical arguments expressed in everyday language, hence 

Figure 3.2  Example problem solving (relevant selection) item from BMAT 
2016 
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the label ‘understanding argument’. Despite this narrower focus, the items 
include the core components of critical thinking and explicitly target pro-
cesses involved in rational thought. This aligns the items with the Cambridge 
Assessment definition of critical thinking presented by Black’s (2008) work 
using expert consensus (Box 3.3).

An example understanding argument item from BMAT 2016 is presented 
in Figure 3.3. This item asks the test taker to read a passage and identify the 
assumption underlying the argument that is presented in the text.

To identify that D is the assumption, the candidate must understand 
the argument made in the passage, and then evaluate the response options 
in relation to this understanding. Another understanding argument item is 

Table 3.2  Taxonomy of critical thinking skills included in Cambridge 
Assessment’s examinations (Black 2008)

Skill/process Subskill/Sub-process

1	 Analysis A	 Recognising and using the basic terminology of reasoning
B	 Recognising arguments and explanations
C	 Recognising different types of reasoning
D	 Dissecting an argument
E	� Categorising the component parts of an argument and 

identifying its structure
F	 Identifying unstated assumptions
G	 Clarifying meaning

2	 Evaluation A	 Judging relevance
B	 Judging sufficiency
C	 Judging significance
D	 Assessing credibility
E	 Assessing plausibility
F	 Assessing analogies
G	 Detecting errors in reasoning
H	 Assessing the soundness of reasoning within an argument
I	 Considering the impact of further evidence upon an argument

3	 Inference A	� Considering the implications of claims, points of view, 
principles, hypotheses and suppositions

B	 Drawing appropriate conclusions
4	� Synthesis/ 

Construction
A	 Selecting material relevant to an argument
B	� Constructing a coherent and relevant argument or counter-

argument
C	 Taking arguments further
D	 Forming well-reasoned judgements
E	 Responding to dilemmas
F	 Making and justifying rational decisions

5	� Self-reflection and 
self-correction

A	 Questioning one’s own preconceptions
B	 Careful and persistent evaluation of one’s own reasoning
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presented in Figure 3.4. Again, an argument is presented in a short passage; 
however, this time, the question asks for the flaw in the argument.

Section 1 of BMAT and the critical thinking component in particular has 
been criticised in discussions on medical selection tests, which are important 
to address in any theoretical discussion of the test’s construct. McManus 
et al (2005:557) argued that there is ‘little agreement on what critical think-
ing means’, and suggested that BMAT Section 1 is actually testing fluid 
intelligence. Whilst we concede that definitions of critical thinking are not 

Box 3.3  The Cambridge Assessment definition of critical thinking

Critical thinking is the analytical thinking which underlies all rational 
discourse and enquiry. It is characterised by a meticulous and rigorous 
approach. As an academic discipline, it is unique in that it explicitly focuses 
on the processes involved in being rational. These processes include:
• analysing arguments
• judging the relevance and significance of information
• evaluating claims, inferences, arguments and explanations
• constructing clear and coherent arguments
• forming well-reasoned judgements and decisions.

Being rational also requires an open-minded yet critical approach to one’s 
own thinking as well as that of others.

(Black 2008)

Figure 3.3  Example understanding argument (identifying assumptions) item 
from BMAT 2016
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universally accepted, it is simply untrue that there is little agreement on the 
term’s meaning among educational assessment experts. Facione (1990) con-
ducted a Delphi study and presented a statement of expert consensus on criti-
cal thinking that informed the work of Cambridge Assessment and many other 
critical thinking researchers. Although several disagree on the scope of critical 
thinking, with some researchers conceptualising a greater number of subskills 
than others (e.g. Paul and Elder 2007), there is agreement that Facione’s work 
captures the core elements of critical thinking ability, and that critical thinking 
skills can be developed through instruction (Halpern 1999, Sharples, Oxman, 
Mahtani, Chalmers, Oliver, Collins, Austvoll-Dahlgren and Hoffmann 2017). 
A number of assessments targeting critical thinking skills have been developed 
(Landrum and McCarthy 2015) and explored in higher education settings 
(O’Hare and McGuiness 2009). Furthermore, recent analysis using commer-
cially available measures of critical thinking skills indicate that the construct is 
predictive of degree performance (O’Hare and McGuiness 2015).

The tendency by some to conceptualise BMAT as an intelligence test may 
be influenced by work on another admissions test used by medical schools, 
the United Kingdom Clinical Aptitude Test (UKCAT), which adopts a some-
what different approach to defining the construct to assess compared with 
BMAT (McManus, Dewberry, Nicholson and Dowell 2013). UKCAT was 
designed specifically to assess cognitive aptitude conceptualised as an innate 
construct that is intended to be independent from socio-economic factors. 
Therefore, UKCAT aims to assess an ‘innate ability to develop professional 
skills and competencies’ (Pearson VUE 2017:1), aligning the theoretical basis 
for the test with traditional IQ tests. However, critiques of BMAT describe 
and consider the constructs assessed by BMAT and UKCAT as inter-
changeable, particularly in relation to BMAT Section 1, based largely on 

Figure 3.4  Example understanding argument (detecting flaws) item from 
BMAT 2016
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assumptions about the degree to which BMAT scores might correlate with 
intelligence tests. From a cognitive validity perspective, we argue that the a 
priori approach advocated by Weir (2005) is important here, because there is 
little theoretical basis for treating the tests as identical.

Another critique of BMAT focuses on the fact that definitions of critical 
thinking often include a dispositional element. Specifically, these point out 
that ‘critical thinking is related more to aspects of normal personality than it 
is to IQ’ (McManus et al 2005:557). In our view, the idea that critical think-
ing includes dispositional aspects is not problematic. Facione (1990) clearly 
distinguishes between the skills and dispositional aspects of critical thinking, 
and BMAT Section 1 explicitly targets critical thinking skills, not disposi-
tions, using the understanding argument items. Any comparison of BMAT 
Section 1 with measures designed to assess critical thinking disposition, such as 
Facione’s (2000) California Critical Thinking Disposition Inventory (CCTDI) 
or Stupple, Maratos, Elander, Hunt, Cheung and Aubeeluck’s (2017) Critical 
Thinking Toolkit (CriTT), would confirm BMAT Section 1’s focus on skills.

This misinterpretation of BMAT’s test construct demonstrates the impor-
tance of articulating the cognitive processes that a test is intended to assess. 
Given that the rationale for assessing critical thinking skills is acknowledged 
in discussions about admissions tests, which is that ‘critical thinking skills, 
not dispositions, predict success in examinations’ (McManus et al 2005:557), 
it is possible that critiques of BMAT are not based on a full understanding 
of the cognitive processes assessed by the test. Bell et al’s (2005) response 
to these criticisms clarified why BMAT should not be conceptualised as an 
intelligence test and the present chapter prevents further confusion by pro-
viding details on the theoretical underpinnings of BMAT’s test sections, par-
ticularly on critical thinking.

Section 1 also includes data analysis and inference items, which require 
students to apply the skills described above to handling and interpreting 
larger amounts of information. These typically consist of sets of between 
three and five items associated with an extended passage of text, graphi-
cal and/or numerical data, and closely resemble a format used in Oxford’s 
OMAT, which itself had adopted key features from the US Medical College 
Admission Test (MCAT) (James and Hawkins 2004). 

Figure 3.5 presents the information provided for a set of four data analysis 
and inference items from BMAT 2015.

As shown here, a substantial amount of data is provided in a combination 
of forms, such as using written text and in tables. The amount of information 
can impact on how easy or difficult it is to sift through the content provided. 
As associated items are designed to target the candidate’s data interpretation 
skills, the density of material presented is carefully monitored and adjusted 
during the item authoring process. The items associated with Figure 3.5 are 
available in Figure 3.6.
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Figure 3.5  Example information provided for a set of data analysis and infer-
ence items from BMAT 2015 
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Figure 3.6  An example set of data analysis and inference items from BMAT 
2015 
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These example items demonstrate how a set of data analysis and interpre-
tation items include some overlap with problem solving and understanding 
argument items. However, candidates must also employ the skills that allow 
them to deal with larger quantities of information, in order to successfully 
complete data analysis and interpretation items.

Although the cognitive processes tested in Section 1 are seen as useful for 
learning across a range of subjects, they are also identified as particularly rel-
evant for university courses in medicine and biomedical sciences. In the US, the 
Association of American Medical Colleges (AAMC) has identified 15 core com-
petencies for entering medical students that are organised into four categories. 
Four competencies are listed in the thinking and reasoning category, including 
critical thinking and quantitative reasoning (Association of American Medical 
Colleges 2016); these competencies link to the skills assessed in BMAT Section 
1. However, medical training is graduate entry in the US context; therefore it is 
important to consider medical education in the undergraduate setting.

In relation to the skills assessed by understanding argument items, the UK 
Quality Assurance Agency for Higher Education (QAA) benchmark state-
ment for medicine courses states that ‘graduates should demonstrate their 
ability to think critically by . . . adopting reflective and inquisitive attitudes 
and applying rational processes’ (Quality Assurance Agency for Higher 
Education 2002:4). Problem solving is also referred to in the benchmark 
statement for medicine, but the statement for biomedical science provides the 
clearest link with the skills in Section 1 by identifying ‘analytical, data inter-
pretation and problem solving skills’ (Quality Assurance Agency for Higher 
Education 2015:10) as attributes developed in a typical biomedical science 
course. The benchmark statements are intended to inform universities about 
the types of skills that various subject courses should develop, and this does 
not necessarily mean that the skills need to feature in university selection 
procedures; indeed, many attributes are listed in benchmark statements and 
only a subset are considered for admissions decisions. However, these links 
explicitly suggest that the skills assessed in Section 1 are relevant to success-
ful undergraduate biomedical study, and contribute to the cognitive validity 
argument for assessing these processes.

Section 2 – Scientific Knowledge and Applications 
The Scientific Knowledge and Applications section of BMAT adopted 
item types trialled in the Cambridge MVAT, for which there was evidence 
of a significant positive relationship between scores on the test and perfor-
mance on the Cambridge Medical and Veterinary Science Tripos (Emery 
and Bell 2009). When deciding what might be assessed in Section 2, the key 
considerations were to develop a test of applicants’ scientific understand-
ing that would be accessible to candidates from a range of educational 
backgrounds, and would require candidates to do minimal additional new 
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learning or preparation. Scientific knowledge is acknowledged as an impor-
tant aspect of medical study, but there has been some debate about how best 
to assess science ability in the selection context. For example, McManus et 
al (2005:559) suggested commissioning a new test of ‘high grade scientific 
knowledge and understanding’ as a possible way of supporting medical selec-
tion. BMAT’s Section 2 is a test of scientific knowledge and understanding, 
but it is unclear what would be needed to meet the criterion of ‘high grade’ for 
a test specification.

One important decision when developing BMAT Section 2 was that it 
should assess not only that a candidate has certain core scientific knowledge, 
but that they can apply it in a way that demonstrates an understanding of 
the scientific principles that underpin their knowledge, to distinguish a range 
of ability within a group of students with near-perfect grades or predicted 
grades in their school examinations. Therefore, Section 2 has an explicit 
focus on the cognitive processes involved in applying scientific knowledge 
to novel problems. This differentiates BMAT Section 2 from other science 
assessments administered as part of school qualifications, which typically 
include some questions testing recall of factual knowledge. Having access to 
a range of scientific knowledge is recognised as important for medical study; 
however, BMAT Section 2 is intended to complement school science quali-
fications rather than to serve as an alternative, hence the focus on applying 
school-level science knowledge to novel contexts.

There is some overlap between BMAT Section 2 and problem solving 
in Section 1; however, Section 2 items require problem solving skills to be 
applied to subject-specific knowledge. The current BMAT specification 
defines the skills and knowledge assessed by the BMAT Scientific Knowledge 
and Applications section as follows:

The design of BMAT Section 2 draws on a large body of research that 
conceptualises scientific thinking and reasoning as a form of problem 
solving (Dunbar and Fugelsang 2005). In this approach, scientific thinking 

Box 3.4  The BMAT Section 2 test specification

This element tests whether candidates have the core knowledge and the 
capacity to apply it which is a pre-requisite for high level study in biomed-
ical sciences. Questions will be restricted to material typically included 
in non-specialist school Science and Mathematics courses. They will 
however require a level of understanding appropriate for such an able 
target group.

(Admissions Testing Service 2016b)
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is characterised as a search, or searches, in problem space (Simon and Newell 
1971). BMAT Section 2 tasks can therefore be thought of as problems where 
the solution requires application of core science knowledge. This definition 
underpins guidance for item writers, who submit a description of the problem 
solution, which includes an account of the reasoning that a test taker needs 
to employ in order to solve the item. The solution for each item is analysed 
to make sure it involves a combination of both science knowledge and appli-
cation. The nature of this analysis and the checks involved are described in 
Chapter 4.

A BMAT Section 2 item from 2016 is presented in Figure 3.7. This biology 
question requires a candidate to draw upon their knowledge of the anatomy 
of the kidney, their knowledge of the role of the kidney in the excretion of 
urea, and their knowledge of the structure and function of blood vessels. 
Candidates would not be able to answer this question by recall of this bio-
logical knowledge alone; instead, they must combine multiple aspects of their 
understanding to deduce the correct answer.

Figure 3.7  Example biology item from BMAT Section 2
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Using their knowledge of the structure and function of blood vessels, 
a candidate should identify that vessel 2, which has thicker walls, carries 
blood away from the heart, and that vessel 1 carries blood returning to the 
heart. Using this information, and their knowledge of the anatomy of the 
kidney, they should be able to identify 3 as the renal vein and 4 as the renal 
artery.

A candidate should know that blood enters the kidney via the renal artery 
and leaves through the renal vein, and that a primary function of the kidney is 
to remove urea from the blood. This results in the production of urine, which 
leaves the kidney via the ureter, vessel 5. This information can then be used to 
deduce that the lowest concentration of urea will be in the renal vein (3) and 
that the highest concentration is in the ureter (5), so the correct answer is D. 
The incorrect options are based on candidates lacking knowledge of the func-
tion of the kidneys (A and B) or failing to correctly identify the vessels (C, E 
and F).

Figure 3.8  Example chemistry item from BMAT Section 2
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An example chemistry item is presented in Figure 3.8. The chemistry 
knowledge needed by the test taker includes understanding of a balanced 
chemical equation and familiarity with a formula for calculating the 
amount of substance (in moles) from a known volume and concentra-
tion of a solution. Knowledge of the specific reaction itself has not been 
assumed and the chemical equation is given to remove the need to con-
struct it otherwise.

Using this subject-specific knowledge to successfully answer the question 
with B requires the test taker to recognise that as the calcium carbonate is 
in excess, the amount of carbon dioxide generated (proportional to volume 
measured at a given temperature and pressure) is only dependent on the 
amount of hydrochloric acid used. Using the given numbers, the amount 
of hydrochloric acid is the same in each experiment, and this observation 
narrows the choice of options down to line B or C. The gradient of line B 
is steeper than line X at the start of the second experiment, and the candi-
date needs to understand that in the second experiment, the initial rate of the 
reaction will be higher as the acid is more concentrated. The other response 
options are based on a misinterpretation of the gradients of the curves and/
or mistaken use of the 2:1 ratio of hydrochloric acid to carbon dioxide in the 
chemical equation.

Another example of a BMAT Section 2 item is provided in Figure 3.9. 
This mathematics question requires the candidate to draw upon both their 
knowledge of how a mean is calculated and their facility with basic algebraic 
manipulation. The calculation of means is something students will have met 
early in their secondary mathematics education, and the algebraic manipula-
tion needed in this question is straightforward. The candidate is required to 
assess the information given in the question and then to devise a strategy to 
move from that information to an answer. Any successful strategy adopted 
requires the candidate to possess a conceptual understanding of mean that 
reaches beyond rote learning; as such the question requires both the recall 
of elementary mathematical knowledge and the ability to assimilate given 
information whilst building a strategy that draws on a conceptual under-
standing of the relevant knowledge. The item’s distractors are constructed to 
identify candidates who do not bring the conceptual understanding to their 
approach; for instance, E would appeal to candidates who fail to account 
for three extra people joining the group when they assimilate 78 into their 
strategy.

The physics item in Figure 3.10 requires the candidates to apply their 
knowledge of the relationship between mass, density and volume, alongside 
their facility with interpreting diagrams, extracting relevant information, and 
devising a strategy to solve the problem. Specifically, the test taker needs to 
know that density is equal to mass divided by volume; however, they must also 
have a conceptual understanding that the density of the material from which 
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Figure 3.9  Example mathematics item from BMAT Section 2

Figure 3.10  Example physics item from BMAT Section 2
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the objects are made could be the mass of one object divided by the volume of 
one object or it could be the mass of two objects divided by the volume of two 
objects .

In order to solve the problem, these concepts must be applied to the infor-
mation given, and the test taker must identify and ignore irrelevant informa-
tion. The distractors are used to assess misconceptions in physics concepts 
or incorrect applications of skills and knowledge in devising a strategy. For 
example, distractor A would appeal to those who incorrectly use the initial 
reading on the balance to correct the final mass.

Including both knowledge and application in the specification of Section 
2 recognises that scientific reasoning is sometimes understood as subject-
specific conceptual knowledge and at other times as domain-general reason-
ing (Zimmerman 2000). Although we distinguish between task features that 
assess knowledge and those that are more related to reasoning, the approach 
employed for BMAT recognises that attempting to separate knowledge 
and strategy completely when operationalising scientific reasoning is highly 
artificial (Klahr and Dunbar 1988). For clarity, the knowledge and cogni-
tive process elements of Section 2 are discussed separately in the present 
volume, as work defining the knowledge specification is described in Chapter 
4. However, the theoretical perspective adopted for Section 2 acknowledges 
that they are often intertwined.

The UK General Medical Council’s report on outcomes and standards for 
undergraduate medical education, Tomorrow’s Doctors (2009), discusses the 
role of the ‘doctor as a scientist’ making explicit reference to the ability of the 
doctor to apply biomedical scientific principles and the scientific method to 
the practice of medicine. The AAMC (2014) also identifies scientific enquiry 
as a core thinking and reasoning competency for entering medical study in 
the US.

BMAT’s Section 2 recognises the important role of scientific problem 
solving in undergraduate medical education. However, BMAT does not 
assess all of the scientific knowledge and reasoning needed to fulfil the role 
of ‘doctor as scientist’; instead, the section is designed to address the needs 
of admissions tutors by ensuring that applicants’ scientific understanding is 
adequate for the study of biomedical sciences, and that they can cope with 
the demands of a rigorous science-based course. BMAT Section 2 focuses 
on the application of basic science knowledge, which can be regarded as a 
pre-requisite for developing more advanced clinical reasoning. It is acknowl-
edged that other perspectives on scientific reasoning are potentially impor-
tant in the development of doctors, such as conceptualisation of scientific 
thinking as hypothesis formation and testing (Dunbar and Fugelsang 2005). 
The skills tested by BMAT Section 2 facilitate the development of further 
cognitive processes and skills, which are targeted in medical school and 
foundation-level training. Patel, Arocha and Zhang (2005:734) explain how 
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basic science knowledge is inexorably linked to clinical problem solving (clin-
ical reasoning):

Basic science or biomedical knowledge is supposed to provide a scientific 
foundation for clinical reasoning. The conventional view is that basic 
science knowledge can be seamlessly integrated into clinical knowledge, 
analogous to the way that learning the rules of the road can contribute to 
one’s mastery of driving a car.

The cognitive skills assessed by BMAT Section 2 focus on applying science 
knowledge to novel problems, as a precursor to extending this application to 
more complex decision-making scenarios specific to clinical contexts. Indeed 
the ability to apply science knowledge can be viewed as a set of skills that will 
improve with further training in clinical schools. This conceptualises them as 
abilities that can be developed, in line with the findings of research on scien-
tific thinking skills and metacognition conducted with children (Zimmerman 
2007, Zohar and Peled 2008). Furthermore, the ability to apply scientific 
knowledge to novel problems depends on use of cognitive and metacogni-
tive strategies that are not assumed to routinely develop as part of childhood 
development (Morris, Croker, Masnick and Zimmerman 2012); indeed, 
the skills assessed in BMAT Section 2 are recognised as important skills to 
practise and develop.

Section 3 – Writing Task
It was noted in Cambridge Assessment’s early work on admissions tests that 
while multiple-choice questions (MCQs) provided an objectively marked 
assessment which could address many of the elements of critical thinking, 
a test of students’ ‘productive’ reasoning capacities – that is, the ability of 
candidates to produce a reasoned argument of their own – would also be wel-
comed by universities (Fisher 1992). These early observations of Cambridge 
Assessment researchers fit with more contemporary views on assessing 
higher order thinking skills expressed by international test providers, which 
advocate using multiple item formats in tests (Butler 2012, Ku 2009, Liu, 
Frankel and Roohr 2014). The recently revised MCAT dropped the writing 
task component based on limited evidence of predictive validity and an 
understanding that medical schools did not use the scores as extensively as 
other sections when ranking (Schwartzstein, Rosenfeld, Hilborn, Oyewole 
and Mitchell 2013). This decision was made despite the AAMC (2014) iden-
tifying written communication as a core thinking and reasoning competency 
for students entering medical study in the US. Removal of the writing task 
from MCAT prompted researchers at the Australian Council for Educational 
Research (ACER) to outline a cognitive validity argument for writing tasks 
that described how MCQs ‘cannot reach into the cognitive recesses where a 
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generative written task can’ (McCurry and Chiavaroli 2013:570). Similarly, 
Cambridge Assessment’s rationale for including a writing task in BMAT 
emphasises cognitive validity and the theoretical arguments for assessing 
written communication.

Communicating clearly in writing is a crucial skill that is sometimes under-
appreciated and regarded as secondary to clinical knowledge in medical con-
texts (Goodman and Edwards 2014). Oxford’s OMAT test, as a precursor to 
BMAT, included a structured writing task based on the desire to examine ‘com-
munication through the use of clear written English to express abstractions and 
arguments’ (James and Hawkins 2004:250). BMAT’s Section 3 Writing Task 
requires candidates to produce a short piece of communicative writing on a 
topic of biomedical, general or scientific interest. It assesses the ability to select, 
develop and organise ideas, conveying them concisely and effectively.

The Writing Task is intended to complement the other BMAT sections, 
allowing demonstration of analytical reasoning skills and the ability to develop 
an argument, which extends the evaluation of these skills in a structured mul-
tiple-choice context in Section 1. In particular, the Section 3 task is designed 
to assess test takers’ ability to construct clear and coherent arguments, which 
is an important part of Cambridge Assessment’s definition of critical thinking 
(Black 2008). The current BMAT specification for Section 3 is in Box 3.5.

The approach to task design for Section 3 is informed by cognitive models 
of writing developed in psychology (Scardamalia and Bereiter 1987), which 
distinguish between knowledge-telling and knowledge-transforming strat-
egies when writing. Knowledge-telling focuses on the topics and genres of 
a writing task to generate content. Knowledge-transforming, on the other 
hand, conceptualises a writing task as a rhetorical problem with goals and 
problems to overcome. Teaching English to Speakers of Other Languages 

Box 3.5  The BMAT Section 3 test specification

Questions will provide a short proposition and may require candidates to:
• explain or discuss the proposition’s implications
• suggest a counter proposition or argument
• suggest a (method for) resolution.
The Writing Task provides an opportunity for candidates to demonstrate 
the capacity to consider different aspects of a proposition, and to com-
municate them effectively in writing. Skills to be assessed include those 
concerning communication, described above. All specified skills may be 
assessed.

(Admissions Testing Service 2016b)
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(TESOL) also target knowledge transforming in their writing components, 
but only at higher levels because it is an aspect of processing that can place 
great demands on non-native speakers of English. An example Section 3 
question and response from BMAT 2014 is provided in Figure 3.11.

The response in Figure 3.11 demonstrates knowledge transformation in 
the opening paragraph by expanding on the statement from the question 

Figure 3.11  Example response to BMAT Section 3 that achieved a 4.5A 



What skills are we assessing? Cognitive validity in BMAT

63

to reach a broader conclusion. Importantly, the response does not merely 
describe the statement. Instead, the candidate infers arguments from the 
statement and extends the reasoning to comment on societal issues. The 
response also uses examples to develop and present a logical argument. As a 
result, it received a high score, as shown by the examiner’s comments associ-
ated with this particular writing sample (see Box 3.6).

The examiner comments for this response demonstrate BMAT Section 
3’s focus on argument and task completion. A response that exclusively used 
knowledge-telling strategies would not be able to achieve a high score, because 
knowledge transformation is needed to extend the opening statement from the 
question prompt (see Chapter 5 for details of the scoring criteria). According 
to Shaw and Weir (2007), careful task specification is needed to promote a writ-
er’s use of appropriate writing stages for English language tests. This observa-
tion also applies to the Writing Task in BMAT Section 3, which is structured 
to elicit the cognitive processes required to produce a well-structured argu-
ment; these processes include macro-planning, organising and monitoring 
one’s text. The specific features of the BMAT Writing Task that support this 
are discussed in Chapter 4; however, it is clear from the examiner comments 
above that planning and organisation are needed for a Section 3 response to be 
scored highly. Another example Writing Task and response illustrates how a 
weaker answer tends to rely more heavily on knowledge-telling (Figure 3.12).

This response includes a number of relevant statements that are presented 
in isolation, but not joined together into a cohesive argument. Stating 
that many animals live in the wild is an example of knowledge-telling that 
does not extend the observation to make an overarching argument. The 

Box 3.6 � Examiner comments for a BMAT Section 3 response that achieved 
a 4.5A

This response follows a clear plan; it is obviously structured by the 
components of the question. It begins with a clear definition and also 
explains the reasoning behind the statement (rather than just stating what 
it means), which shows that the writer has carefully read the question.
It uses a simple but relevant example to make its point and comes to a 
definite conclusion that society should monitor speech but not directly 
control it.
All aspects of the question are addressed effectively, providing a good 
counter-proposition. The argument is expressed in a clear and rational 
form, drawing things together into a balanced consideration of both sides.

Marks: 4.5A
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examiner comments (Box 3.7) associated with this response highlight that the 
counter-argument and conclusion fail to justify the response; they also omit 
any mention of planning or organisation.

Figure 3.12  Example response to BMAT Section 3 that achieved a 2A 

Box 3.7 � Examiner comments for a BMAT Section 3 response that achieved 
a 2A

There is a simple and concise explanation of what is understood by the 
statement. The response clearly addresses all aspects of the question, 
although presenting the counter-argument as the candidate’s own disa-
greement diminishes the force of the argument. The relief of an animal’s 
pain could still be done purely for the benefit of humans. However, 
making the point that there is more similarity of interests between humans 
and animals than divergence is a good point. The counter-argument and 
conclusion are unconvincing – they fail to reasonably justify the response 
or to consider the whole of the argument around this topic.

Marks: 2A
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Cambridge English writing exams that target knowledge transforma-
tion tend to include substantial stimulus materials for the writer to use, 
whereas BMAT Section 3 relies on a much shorter opening statement and 
the writer’s own knowledge. This means that there are fewer opportunities 
to manipulate ideas when there is a limited pool of knowledge available 
to include in the response. Figure 3.13 shows a slightly stronger response 
to the same question answered in Figure 3.12. This example has a more 

Figure 3.13  Example response to BMAT Section 3 that achieved a 3.5A
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sophisticated explanation of the statement from the prompt that extends 
beyond describing it. By developing points that build on each other in the 
opening paragraph, this response demonstrates knowledge transformation 
early on, but this opportunity could be easily missed. Therefore, it is possi-
ble that knowledge transformation is more difficult to achieve with Section 
3 Writing Tasks when compared with writing papers designed specifically to 
assess language proficiency.

Although the opening argument of the response in Figure 3.13 is well 
structured, the rest of the response is not as organised. In addition, the 
examiner comments (Box 3.8) pointed out that some relevant areas were not 
considered, which may result from a lack of macro-planning. The example 
responses we have reviewed suggest that BMAT Section 3’s Writing Task 
elicits use of knowledge transformation strategies by candidates. However, 
we should acknowledge that inferring activation of these strategies from 
reviews of written submissions is limited, due to the retrospective nature of 
this approach.

Compared with the writing components of Cambridge English’s language 
examinations, BMAT Section 3 is a relatively short writing assessment. 
Cambridge English: Advanced (CAE) and Cambridge English: Proficiency 
(CPE) both include a Writing paper that is 1 hour and 30 minutes long, and 
each paper includes two separate tasks. The 30 minutes allowed for BMAT 
Section 3 might not provide the same opportunity for macro-planning 
and organisation that is given by longer tasks, because test takers may be 
more inclined to start writing without preparing a plan, despite the advice 
and instructions provided by Cambridge Assessment (see Chapter 4 for 

Box 3.8 � Examiner comments for a BMAT Section 3 response that achieved 
a 3.5A

This has a strong start; it is well phrased and immediately engages with 
the candidate’s understanding of the statement. It uses an interesting 
approach, taking the benefit to animals to be as a benefit to the species 
rather than to individual animals, but does not explain why veterinary 
care targeting only one of either animals or humans ‘would not be justifi-
able and certainly not something that can be judged or quantified’. This is 
a good response, which is reasonably well argued but concentrates on pet 
owners with no consideration of livestock care or working animals. So it 
does not quite get into the marks for a good answer that makes effective 
use of material.

Marks: 3.5A
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examples). However, it is important to acknowledge that many BMAT can-
didates are native speakers of English and all of them should have a high level 
of English language proficiency (see Chapter 2). This means that the majority 
of BMAT test takers are capable of engaging in knowledge transformation 
more quickly than typical test takers in a language testing context.

Writing samples, examiner comments and grade distributions indicate 
that the majority of candidates plan and organise their responses to Section 
3. Nevertheless, it would be useful to directly investigate the degree to which 
macro-planning, organisation and monitoring are activated for individu-
als completing BMAT Section 3. Recent investigations of cognitive valid-
ity in language testing make use of verbal protocols (e.g. Bridges 2010), eye 
tracking (e.g. Yu, He and Isaacs 2017) and keystroke logging (Leijten and 
Van Waes 2013). So far, these techniques have not been used to investigate 
BMAT; employing these approaches with BMAT Section 3 could provide 
additional evidence of the test’s cognitive validity.

Another area to investigate is the cognitive process of writing revision, 
which is not currently targeted by BMAT Section 3. The short time avail-
able for the Writing Task makes it unlikely that test takers have the oppor-
tunity to revise their responses. Further work could identify the impact that 
having more time for the written component of BMAT would have, because 
this potentially allows the task to assess candidates’ abilities to revise their 
writing, which may fit with the applicant’s potential to succeed at written 
tasks in biomedical study.

Although the cognitive validity of BMAT Section 3 draws on Cambridge 
English Language Assessment’s work on writing assessment, the skills tar-
geted by BMAT’s Writing Task do differ slightly from those assessed in 
language tests. Notably, Section 3 focuses on the ability to organise and con-
struct a cohesive argument. This means that aspects of critical thinking cat-
egorised as synthesis in Black’s (2008) taxonomy (see Table 3.2) are being 
targeted. In particular, the skills targeted by BMAT Section 3 are the ability 
to construct a coherent, relevant argument or counter-argument and the 
ability to make and justify rational decisions.

Not only is it important to elicit the targeted cognitive skills, it is also 
crucial to reward successful use of these skills appropriately. Importantly, 
performance on a BMAT Section 3 task largely depends on the cogency and 
clarity of the argument in the response, so the criteria are aligned with skills 
from Black’s (2008) taxonomy (see Chapter 5 for details of the grading cri-
teria). Two scores are given to ensure that aspects relating to argument are 
given sufficient weight in the quality of content grade, which is considered 
separately to a quality of English grade. The quality of English grades tend 
to be negatively skewed, whereas the quality of content grades are more nor-
mally distributed, indicating that many, but not all, demonstrate the plan-
ning and organisation of ideas that are crucial for making strong arguments. 
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The use of two scores allows medical schools to primarily consider the quality 
of content score, unless the candidate has an unusually low quality of English 
score. Prior to 2010 a single score was awarded for Section 3, but institutions 
using BMAT requested that Cambridge Assessment distinguish a written 
response’s argument quality from the quality of English demonstrated by the 
candidate. Assessment managers also noted that markers could be influenced 
by linguistic features and writing style in the response, which was not the 
main focus of BMAT Section 3. Scripts impacted by this were more likely to 
be identified for marking a third time by a senior examiner and the changes 
were made to respond to the ways that Section 3 was being used. The change 
in marking system made it easier for examiners to focus on construction of 
the argument when awarding the quality of content grade, which is the cogni-
tive process that the task is designed to assess.

The first part of this chapter has focused on selecting and defining the cog-
nitive processes that BMAT should assess, and the theories that underpin 
Cambridge Assessment’s conceptualisation of these skills. The next portion 
of the chapter turns to research investigating how successful BMAT tasks are 
at targeting these skills.

3.4  Research on cognitive validity
Cognitive processes are difficult to investigate because they cannot be directly 
observed; instead their influence is inferred from indirect measures. In cogni-
tive psychology, experimental methods have been used to uncover much of 
what is known about the way that individuals reason. A person’s reaction 
time (Wilhelm and Oberauer 2006), where they are looking (Ball 2014) and 
even their brain activity (Goel, Navarrete, Noveck and Prado 2017) have been 
used to construct theories about the cognitive processes they are engaging. 
These methods and cognitive paradigms have been used to examine reason-
ing in a wide range of areas, such as problem solving (Gilhooly, Fioratou 
and Henretty 2010), hypothesis testing (Gale and Ball 2008) and deductive 
reasoning (Evans and Ball 2010).

Think-aloud studies
The kinds of data collected in experimental settings are rarely available in 
formal testing contexts, although developments in computer-based (CB) 
testing have encouraged some limited investigation with eye-tracking 
studies, particularly for tests of scientific problem solving (Tai, Loehr and 
Brigham 2006, Tsai, Hou, Lai, Liu and Yang 2012) and reading performance 
(Bax 2013). In educational assessment it is more common to collect data on 
cognitive processes by conducting think-aloud studies, which are sometimes 
referred to as ‘cognitive labs’, such as in the Standards (2014:82). Data from 
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these studies is then interpreted using verbal protocol analysis, which is an 
established technique for gaining insight into the cognitive processes of can-
didates that would otherwise remain covert (Norris 1990). In this method, 
candidates (or research participants) are asked to ‘think aloud’, usually at 
the same time as they work through test items. The resulting information 
(the ‘verbal protocol’) is recorded, transcribed and then its content analysed 
according to a coding scheme.

Verbal protocols can be an account of how one would solve a problem, 
of how one is currently solving a problem or a retrospective account of how 
one did solve a problem. If performed concurrently with the task, candidates 
are asked to say out loud everything that goes through their head as they 
work through the task: to verbalise all their thoughts in the present tense. 
Retrospective reports from candidates of how they went about solving a 
problem have the advantage of lower interference with the task in hand but 
have the disadvantage of short-term memory decay. The nature of the test 
items may influence which method is the most suitable, for example, whether 
speed of processing is an aspect of the cognitive skill being assessed.

Early research by Cambridge Assessment on admissions tests for entry to 
higher education used verbal protocols to evaluate the cognitive validity of 
question types. The understanding argument and problem solving item types 
used in BMAT Section 1 have been investigated in this way with in-depth 
studies by Thomson and Fisher (1992) and Green (1992). These informed 
further development of thinking skills and reasoning tests including BMAT, 
and the findings were used to refine and improve the processes by which test 
questions are produced.

Green (1992) focused on questions similar to the problem solving items 
included in BMAT today. The analysis indicated that most items functioned 
well and that students did not approach them in a routine manner. Errors 
relating to routine execution and computational slips were low, suggesting 
that the items did not merely require the application of routine procedural 
methods. Green used a taxonomy by Mayer, Larkin and Kadane (1984) to 
plot phases of problem solving including understanding, method finding, 
planning and execution, and the associated knowledge that might be invoked 
such as linguistic and factual, schematic, strategic and algorithmic. Green’s 
research overall found that the problem solving questions examined were 
appropriate but pointed to some areas for improvement. Notably, the find-
ings highlighted two key features of items that can impact on the cognitive 
processes used by test takers:
•	 the language used in the item must be straightforward to ensure errors 

do not arise from problems with linguistic encoding, translation or 
understanding of the problem itself

•	 problems should not require reasoning that is counter-intuitive to real-
life situations.
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These findings informed guidelines for item writers which are used in 
authoring of BMAT questions today. In addition, reviews explicitly check 
linguistic features of items, and how the reasoning in each item relates to 
real-life situations. This ensures that construct-irrelevant variance is not 
introduced due to belief bias (Evans, Barston and Pollard 1983), which is 
the tendency to endorse arguments or solutions based on their believabil-
ity in real-life settings rather than on their logical validity (Ball and Stupple 
2016). The operational checks on BMAT items are designed to safeguard 
cognitive validity by checking the task features of items; some of these checks 
are described by Shannon, Crump and Wilson in Chapter 4 of this volume, 
which focuses on context validity.

Thomson and Fisher’s (1992) research investigated questions similar to 
the understanding argument items in BMAT Section 1 using verbal proto-
col analysis. This work is presented in more detail below as a key study, to 
illustrate the research methods employed by Cambridge Assessment in these 
contexts.

Key study – A validation study of informal reasoning items (Thomson and 
Fisher 1992)

Main findings

• � Think-aloud accounts of reasoning confirmed that test takers use 
targeted cognitive processes when answering the majority of tested 
MCQs.

•	� Complex wording and the design of options can result in items that 
assess reading comprehension rather than critical thinking.

•	� Minor changes and edits can reduce ambiguity and improve how well 
an item elicits the targeted skills.

•	� Terms used in MCQs assessing critical thinking are appropriate and 
understandable by test takers.

Introduction and context
Thomson and Fisher’s (1992) study employed a similar approach to Green’s 
(1992) investigation of formal reasoning items by using verbal protocols to 
examine informal reasoning items. This item type eventually became the crit-
ical thinking items in TSA and the understanding argument items in BMAT 
Section 1. The study was conducted as part of a larger pilot project (MENO) 
that trialled tests of six skills considered generally relevant to selection for 
university study (Willmott 2005). As part of evaluating the tests, the cogni-
tive processes assessed by items were investigated using think-aloud studies. 
These were used to explore the theoretical underpinnings of the skills tar-
geted using Cambridge Assessment’s tests.
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Research questions
The study explored types of items that now commonly appear in BMAT 
Section 1 and posed the following three questions:
•	 Do the items function as intended in the sense that candidates must 

reason correctly in order to answer the question correctly?
•	 What factors determine the difficulty of items (e.g. complexity of 

reasoning, language level, nature of distractors)?
•	 Do any items present obstacles which prevent candidates from 

demonstrating their reasoning ability? Do candidates understand terms 
such as ‘main conclusion’, ‘assumption’ etc.?

Data collection and analyses
Ten undergraduate participants (five each male and female, including two 
mature students) were interviewed individually, and after practice attempts, 
were asked to think aloud as they worked through 30 questions. Prompts to 
keep talking were given following long pauses. Most were able to tackle the 
questions and comment on their thinking as they progressed to a solution, 
although one participant found it particularly challenging. At the end, they 
were asked to reflect on what may have made particular questions difficult.

To facilitate coding of the transcripts, the test questions were analysed 
before the interviews took place to identify the reasoning intended to be nec-
essary for correctly answering each item. The entire process, including the 
reflective interviews at the end, were transcribed verbatim and analysed by 
Cambridge Assessment researchers involved in the MENO thinking skills 
project.

Results
The percentage of correct answers given was calculated and participants’ 
responses were categorised as ‘reasoned well’, ‘no reasons given’ or ‘reasoned 
badly’, by comparing the protocols with the reasoning process identified in 
analysis of the items. Instances where a correct answer was attained by poor 
reasoning were flagged for concern. Overall, the participants found the ques-
tions easier than expected, consistent with the fact they were undergraduates, 
rather than university applicants. Additionally, the standard time constraints 
were not imposed so more time was available to candidates to consider their 
answer.

In total 20 questions were judged to work well and test the intended rea-
soning processes. It was suggested that a minor change to wording in three 
further questions would ensure they worked as intended – this was to clarify 
confusion by one or two participants only, so overall the questions were suc-
cessful (see Figure 3.14 for an example). It was recommended that two items 
needed a replacement for one distractor, and two items were functioning 
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badly and should be rejected, based on the complexity of the question text or 
weaknesses in the arguments or answer options.

This study provided valuable insight into the processes that candidates use 
when completing items similar to the understanding argument questions in 
BMAT Section 1. Several recommendations from this study were proposed 
and adopted for the development of future test items. The researchers recom-
mended avoiding complicated wording, less common or technical words and 
convoluted sentences. They also flagged that some items appeared to be meas-
uring reading comprehension rather than reasoning, and so recommended 
that where candidates are asked to identify main conclusions of a stimulus 
passage, the distractors should be components of the argument (e.g. reasons 
or intermediate conclusions); originally some questions had distractors that 
were not asserted in the stimulus passage, making it possible to answer the 
question by merely noticing that the correct answer is included in the passage 
whereas the other options were not, rather than through reasoning.

Overall, participants understood terminology related to critical think-
ing and could explain terms like ‘conclusion’, ‘assumption’, and ‘flaw in an 
argument’. Regarding a definition of conclusion, a number of participants 
referred to the ‘main message’ or ‘theme, idea, what it’s driving at’ in their 
response, which led to a recommendation that the main conclusion of an item 
needed to be the most interesting or focal point of the argument, rather than 
a more trivial but related point. Based on the participants’ verbalisations, all 
question subtypes functioned well and did not pose problems, provided that 
the stimulus passages and distractors were appropriately crafted.

The following example illustrates the in-depth process of analysing 
candidates’ verbalisations and using these to interpret the cognitive processes 
employed in responding to the question.

In order to recognise D as the flaw in the argument, participants needed to 
see that the fact that something will not occur without a particular antecedent 

Figure 3.14  An example question analysed in the study



What skills are we assessing? Cognitive validity in BMAT

73

condition does not guarantee that this same something WILL occur if the 
antecedent condition is met. Those who gave the right answer reasoned 
as above (‘The problem is that a student could study hard and still fail the 
exam’) and their comments about the distractors did not indicate misunder-
standing. One person rejected D because it talked about ‘academic success’ 
which he thought was more general than success in exams. Overall, six partic-
ipants gave the right answer and reasoned well, while three reasoned poorly 
and gave an incorrect answer (choosing distractors A, C and E), and one 
candidate chose incorrect answer E but gave no reason. The results suggest 
the question is relatively difficult and that the distractors work well in tempt-
ing some candidates. However, the researchers also recommended that the 
wording of D should be amended for clarity.

Discussion
Cognitive validity studies such as Fisher and Thomson’s (1992) demonstrate 
the complexity of developing questions that tap the relevant cognitive pro-
cesses identified in test specifications. This research provided information 
to test developers about the structure and function of the types of questions 
that appear in BMAT Section 1, their capacity to measure the intended rea-
soning appropriately, and areas that could be targeted for improvement by 
question writers and editors. Findings from studies such as this inform the 
process through which questions are commissioned, reviewed and used in 
papers to ensure the best measurement performance of the questions, and 
the construct relevance of the test. The checks and reviews relevant to cogni-
tive validity are outlined in a description of the question paper production 
process in Chapter 4.

Although useful for informing operational processes, there are specific 
drawbacks to these types of think-aloud studies and, as in the case of this 
particular research, the participants did not work under the same time con-
straints as in a real test; therefore their performances may be somewhat 
different from those elicited under exam conditions. In addition, there are 
some practical limitations to these studies that should be acknowledged. 
Data collection for think-aloud studies takes a large amount of participant 
time, so it is often only possible to conduct the study with a small number of 
participants, or a small number of items. There is also substantial time com-
mitment needed on the part of the researcher. Whilst the richness of data 
captured by think-aloud studies is a strength, transcription and detailed 
analysis are painstaking processes that preclude these studies from being 
conducted regularly as part of operational processes. These issues mean 
that, whilst informative, generalisations from these kinds of studies need to 
be supported with other research into cognitive validity. One of the other 
approaches to cognitive validity is outlined in the following part of the 
chapter.
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Latent constructs as cognitive processes
Some data from live test administrations is available to researchers interested 
in cognitive validity, such as candidate performances on each separate task 
or item. At an individual level, this information is not particularly useful; 
however, data from large cohorts can reveal if a test taker getting one item 
correct is more likely to get other particular questions correct. Statistical 
techniques known as factor analysis (FA) are used to examine perfor-
mances on items and the relationships between them. These analyses can 
help a researcher understand whether the items in a test are all assessing one 
latent construct or whether subsets of items are testing separate constructs. 
Latent constructs are any variables that are not directly observable, which 
are often conceptualised as different cognitive skills or bodies of knowledge. 
In  educational assessment, exploratory factor analysis (EFA) and con-
firmatory factor analysis (CFA) are used to investigate the number of latent 
constructs being assessed by a test, which is commonly referred to as test 
dimensionality.

Investigating dimensionality has traditionally been considered as a 
problem for mathematical modelling that involves the application of various 
psychometric theories (McDonald 1981). EFA is used to indicate the number 
of latent constructs that can be theorised as present in the dataset. In addi-
tion to how many latent constructs might be present, the EFA identifies 
which items group together. It is then up to the researcher to interpret what 
is represented by each cluster of items post-hoc. CFA is a form of Structural 
Equation Modelling that is used when there are already ideas about which 
constructs might be observable in the dataset. In this approach the researcher 
specifies which items will group together to represent a latent construct or 
separate constructs. Essentially, CFA examines how well the data fits with 
previously determined models by examining the structure of item perfor-
mances and the relationships between them. These statistical approaches to 
investigating cognitive processes are powerful tools, but Weir (2005:18) cau-
tions against relying on these types of analysis too heavily:

There is a need for validation at the a priori stage of test development. 
The more fully we are able to describe the construct we are attempting to 
measure at the a priori stage, the more meaningful might be the statisti-
cal approaches that can subsequently be applied to results of the test. 
Statistical data do not in themselves generate conceptual labels. We can 
never escape from the need to define what is being measured.

In light of these warnings, admissions tests developed by Cambridge 
Assessment are designed with an a priori definition of the skills and knowl-
edge being assessed, and CFA studies are preferred over EFA ones, although 
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they can be more technically challenging to conduct and interpret. A CFA 
study conducted by Cambridge Assessment researchers is presented as a key 
study here, after a brief note on dimensionality that highlights important 
issues to consider when investigating this aspect of a test.

A note on dimensionality
The dimensionality of a test relates to cognitive validity because dimensions 
identified using statistical methods can be interpreted as skills or cognitive 
abilities that are underlying an assessment. For example, data from a maths 
test might be analysed to show that it is assessing two latent constructs, 
which can be thought of as two aspects of mathematical ability, or two cog-
nitive skills. The results indicate that the test is assessing two dimensions, 
but caution should be exercised when referring to a test as unidimensional or 
multidimensional. Like many other psychometric concepts, such as internal 
consistency, dimensionality is sometimes misleadingly attributed to a test. 
The statistical indicators used to make these claims actually reflect a dataset. 
Claims of dimensionality based on analyses are not strictly referring to a 
characteristic of the test per se, but rather to the performance of a particular 
group in a specific testing context.

This distinction is best illustrated by returning to our example. Consider 
the aforementioned maths test administered to primary school children. The 
results of the analysis indicate two dimensions and provide information on 
which questions, or items, relate to each dimension. All of the items for one 
dimension feature multiplication whereas those linked to the other dimen-
sion require addition. One can conclude that multiplication and addition are 
two separate abilities in the test. Now consider another administration of the 
same test to secondary school children who have had more maths teaching. 
In this cohort, you might expect those who have successfully mastered multi-
plication to have also learned addition, whereas low performers are likely to 
have general issues with their arithmetic skills. Analysis of this data is more 
likely to indicate that a single dimension is being assessed, even though the 
same test is being used.

Aside from the candidature, other aspects of the testing context might also 
impact analyses of dimensionality. For example, consider a result showing 
that the same test is assessing three dimensions, where the third dimension 
includes a mixture of multiplication and addition questions, but all of them 
require multiple steps. This finding could be difficult to interpret based on a 
review of the test in isolation, but an understanding of the test administration 
can be revealing. A low-stakes administration could explain the result if test 
takers did not complete questions requiring multiple steps due to the effort 
needed. This would suggest that the third dimension can be interpreted as 
motivation. Alternatively, if the test is administered under strict time limits, 
or if test takers were prohibited from writing down their calculations, this 
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third dimension might be conceptualised as working memory capacity. In 
summary, the following points should be noted about dimensionality:
•	 dimensionality is not a property of the test alone
•	 claims about a test’s dimensionality may not hold if the test is 

administered in different cohorts
•	 contextual factors such as motivation can impact on dimensionality
•	 most descriptions of test dimensionality are based on post-hoc statistical 

analyses of test sessions.
These issues should be considered when investigating dimensionality in the 
context of a test or test section. For brevity, the rest of the chapter refers 
to BMAT and BMAT sections as unidimensional or multidimensional, in 
line with conventions in the psychometric literature. However, the nuanced 
issues outlined here are considered by Cambridge Assessment researchers 
when conducting and reporting FA analyses, such as in the following key 
study.

Key study – Confirming the theoretical structure of BMAT using Structural 
Equation Modelling (Emery and Khalid 2013b)

Main findings
•	 It is valid to interpret Section 1 as measuring a unified construct of 

thinking skills.
•	� It is valid to interpret Section 2 as measuring a unified construct of 

scientific reasoning.
•	� There is some evidence that an aggregate score for BMAT Section 1 

and 2 is appropriate.
•	� The MCQs in BMAT assess the intended constructs as defined in the 

test specifications.

Introduction
Cambridge Assessment Admissions Testing conducted the study described 
here to investigate the cognitive validity of BMAT through analysis of test 
performance data. Factor analysis was used to investigate the underlying 
factor structure of BMAT in its earliest years, following changes made to 
the structure of MVAT that resulted in the introduction of BMAT. More 
recently, research has been carried out to verify the theoretical structure of 
BMAT (Emery and Khalid 2013b) using CFA. Each of the three sections of 
BMAT theoretically measures a different construct, or set of cognitive skills, 
and each of these sections is assumed to be unidimensional. That is, each 
section is designed to measure a single construct. Candidates receive a single 
score for each BMAT section on this basis.

However, Sections 1 and 2 of the test each contain items belonging to 
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various subtypes. BMAT Section 1 contains three item subtypes: problem 
solving, understanding argument, and data analysis and inference. BMAT 
Section 2 contains four item subtypes: biology, chemistry, physics and 
maths. We therefore wished to test the assumption that BMAT Section 1 and 
BMAT Section 2 are each unidimensional, rather than multidimensional, in 
nature.

Methods and models tested
As Section 3, the Writing Task, consists of a single item, only the dimen-
sionality of Sections 1 and 2 were investigated. The item-level response data 
of a BMAT test cohort was analysed (BMAT 2011, N = 6,230 candidates). 
BMAT Sections 1 and 2 consist of 62 items in total: 35 items in Section 1 and 
27 items in Section 2. LISREL software was used to conduct the CFA. Initial 
exploratory analyses (in SPSS Version 20) indicated that a single factor was 
suitable for all 62 test items. CFA models were therefore constructed on 
theoretical (i.e. test specification) grounds. For each section, a single-factor 
model (i.e. a model assuming unidimensionality) and a multi-factor model 
were specified. For Section 1, the multi-factor model tested was a three-
factor model, with items specified as belonging to problem solving (13 items), 
understanding argument (10 items) or data analysis and inference factors (12 
items). For Section 2, the multi-factor model tested was a four-factor model, 
with items specified as belonging to biology (seven items), chemistry (seven 
items), physics (seven items) or maths factors (six items).

Models were compared using five model-fit indices. Model-fit adequacy 
was judged against common reference values for these indices (Hu and 
Bentler 1999).

Results
For BMAT Section 1, model fit statistics were similar and indicated adequate 
fit for both the single-factor ‘Aptitude and Skills’ model and the three-factor 
‘problem solving, understanding argument, data analysis and inference’ 
model. In the three-factor CFA model, the problem solving, understanding 
argument, data analysis and inference factors were highly correlated, sup-
porting the notion that items in Section 1 are measuring a unidimensional 
construct. For BMAT Section 2, model fit statistics were similar and ade-
quate for both the single-factor Scientific Knowledge and Applications 
model and the four-factor ‘biology, chemistry, physics and maths’ model. 
Again, the multidimensional four-factor model included strong correlations 
between the biology, chemistry, physics and maths factors, supporting the 
conceptualisation of Section 2 items as collective measures of a unidimen-
sional construct. A final, two-factor model of all 62 BMAT items, with items 
specified as belonging to either Section 1 (35 items) or Section 2 (27 items), 
again showed adequate model fit.
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These analyses provide evidence that the multiple-choice BMAT sections 
are assessing the intended cognitive skills. Weir (2005) cautions against over-
interpreting post-hoc analyses of test scores as evidence of validity and pre-
sents FA studies as an example of this; however, the CFA approach for this 
study used a priori theorisations of the skills and their relationships with each 
other. Therefore, the results can be seen as confirmation of theories devel-
oped during test design, rather than a post-test model of the skills underly-
ing BMAT. Note that the results do not completely rule out conceptualising 
each of BMAT sections 1 and 2 as multidimensional. However, using this 
alternative approach would potentially compromise scoring validity as 
shorter subtests would have low internal consistency (discussed in Chapter 5 
of this volume). Combined with the theoretical basis for the two sections, the 
CFA provides evidence that Sections 1 and 2 are assessing two separate, but 
related, processes.

3.5  Chapter summary
This chapter has focused on the cognitive processes assessed by each 
section of BMAT. In accordance with Weir’s (2005) original emphasis on 
theory-based validity as cognitive validity, the discussion has included rel-
evant models from educational assessment, science education and writing 
assessment. These have informed the theoretical basis for assessing think-
ing skills, scientific problem solving and written communication in BMAT. 
Additionally, some of the difficulties facing researchers interested in cog-
nitive validity were outlined. While acknowledging the limitations in con-
ducting research on cognitive validity, Cambridge Assessment Admissions 
Testing has conducted significant research in this area and two examples are 
presented in the chapter as key studies. These represent some of the more 
common approaches to investigating cognitive processing in educational 
assessment. The descriptions of these studies are potentially useful for 
researchers who are interested in the concept of cognitive validity, but are 
unfamiliar with methods used more widely in educational assessment. It is 
hoped that this encourages consideration of cognitive validity, both in the 
design and the evaluation of assessments, particularly in smaller scale con-
texts where bespoke tests or methods are being used.

On the other hand, considering relevant educational and psychologi-
cal theory is no doubt a familiar practice for the seasoned test developer. 
Despite it being a core issue in educational assessment, test providers do not 
always describe the theoretical bases for their assessments, possibly under the 
impression that few individuals outside of testing fields will be interested. We 
see the presentation of theory underlying a test as an important responsibil-
ity of the test provider, because it allows the cognitive processes targeted by 
an assessment to be interrogated and challenged, particularly by users of the 
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test. In the case of BMAT, it is important that medical schools are able to 
evaluate the reasons for including the constructs present in the test, even if 
only to support their communication with prospective applicants.

Although the discussion of cognitive processes assessed by BMAT in the 
current chapter has been detailed in comparison to the approaches adopted 
for some other assessments, they are still not as extensive as they might be. 
In particular, our understanding of the interaction between subject-specific 
knowledge and domain-general reasoning could be investigated further for 
BMAT Section 2 items. Also, the possible limitations of BMAT Section 
3 should be considered in light of its short length and reliance on a single 
task.

Eye-tracking, key-logging and CB-testing technologies present greater 
opportunities for investigating these areas and others. They can comple-
ment traditional methods such as think-aloud studies, to potentially further 
our understanding of the cognitive processes elicited by educational assess-
ments, which can inform the theory and practice of assessing all kinds of 
learning. In addition, investigating these issues in educational assessment 
could improve models and frameworks used in other fields, such as cogni-
tive psychology. Collaboration between psychologists, medical educators 
and assessment experts is likely to support these endeavours, and multidisci-
plinary approaches should be encouraged in research and practice. Perhaps 
this recommendation is unsurprising, given the authors contributing to the 
present volume; however, we should point out that other disciplines have 
plenty to offer. Early indications and collaborations suggest that machine 
learning could have paradigm-changing impacts on our understandings and 
models of educational assessment.

The role of theory in informing assessment is not limited to future devel-
opment. The opportunities afforded by cross-disciplinary collaboration and 
technologies are potential, whereas current test construction practices are 
actively informed by understandings of theory. Weir (2005) recognised that 
the interaction between theory-based and context-related aspects of valid-
ity is crucially important when considering overall construct validity. The 
present chapter has touched upon the relationship of cognitive validity with 
context-related validity, and with scoring validity. In the following chapters, 
these relationships are explored in greater detail, starting with the ways that 
context validity is informed by cognitive theories underlying an assessment. 
The next chapter details how decisions taken on item design and task setting 
affect the cognitive processing required to successfully complete test items in 
BMAT.
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4Chapter 3 main points

•	� Explicitly identifying the cognitive processes targeted by a test such 
as BMAT allows linking to relevant theories.

•	� Cognitive validity has been investigated in BMAT using verbal 
analysis protocols and factor analysis studies.

•	� Eye-tracking and computer-based testing present other opportunities 
for better understanding cognitive validity, particularly for Sections 2 
and 3.

•	� Understanding the theoretical basis for any assessment can improve 
the design and production processes.
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