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6.1 Introduction

This chapter deals with an aspect of validity that is commonly researched in the admissions testing context: criterion-related validity. Criterion-related validation aims to demonstrate that test scores are systematically related to another indicator or outcome (‘criterion’) that is relevant to the construct measured by the test. It asks how strongly the criterion of interest is related to scores on the test, and is usually investigated using statistics that indicate the strength of relationships, such as correlation and regression.1

Weir’s (2005) framework conceptualises two types of criterion-related validity: concurrent and predictive. Concurrent validity seeks to establish a relationship between two or more measures of the same ability that are administered at the same time, where the assessment being evaluated is one of the measures. For example, a medical licensing exam given at the end of medical school would be expected to correlate with other robust measures of clinical performance, and relationships between these variables would be taken as evidence of concurrent validity.

---

1 Positive correlation coefficients can range from 0 to 1, with higher numbers indicating a stronger relationship between the assessment and the criterion variable. In the context of selection, coefficients above $r = 0.35$ are considered very useful, while those below $r = 0.3$ are considered moderately useful, and below $r = 0.1$ as weak (Cleland et al 2012).
Predictive validity seeks to establish a relationship between scores from an assessment and a measure of future performance. The criterion variable used to evaluate the assessment typically becomes available after the test has been administered. Criteria used for predictive validity tend to be measures of different, but theoretically related, constructs to the one represented by a test score. They are often outcomes of interest for reasons other than test validation. In the context of admissions tests, criterion variables used in predictive studies tend to be ones that indicate academic success at university. As admissions tests are used to infer an applicant’s potential to be successful in their studies, predictive validity is a particularly important aspect of validity in selection contexts.

For selection tests such as BMAT, fitness for purpose is closely bound with the question of whether test scores differentiate between candidates in a way that relates to their future performance. Selection tests and other selection criteria are forms of ‘predictive assessment’ (James and Hawkins 2004:241) in that they aim to assess potential for a future course of study or job role. According to a previous edition of the Standards (1985:11), ‘predictive studies are frequently, but not always, preferable to concurrent studies of selection tests for education or employment’ whereas ‘concurrent evidence is usually preferable for achievement tests, tests used for certification, diagnostic clinical tests, or for tests used as measures of a specified construct’. Establishing good predictive validity is often seen as the holy grail of admissions tests and it is generally accepted that predictive studies should be conducted with selection assessments. Indeed, the published research on validity of admissions tests within medical education has largely focused on investigating the relationship between test scores and measures of future course performance (e.g. Emery and Bell 2009, Emery et al 2011, McManus, Dewberry, Nicholson and Dowell 2013, McManus, Dewberry, Nicholson, Dowell, Woolf and Potts 2013).

The emphasis on predictive validity is greater in admissions testing than it is in language testing. Despite this, Weir’s (2005) socio-cognitive framework developed in language testing is useful for framing the criterion-related validity of admissions tests such as BMAT. In the opening chapter of this volume, Saville used the framework to pose the following questions in relation to criterion validity:

**Box 6.1 Definition of criterion**

The criterion variable is a measure of some attribute or outcome that is operationally distinct from the test. Thus, the test is not a measure of the criterion, but rather is a measure hypothesized as a potential predictor of that targeted criterion.

*(Standards 2014:17)*
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- Do test scores relate to other tests or measurements? (concurrent validity)
- Do test scores relate to future outcomes? (predictive validity)

When carrying out studies of criterion-related validity, it is important to acknowledge that longitudinal studies of predictive validity can be more practically difficult to conduct than concurrent studies, and are also more susceptible to influence from confounding variables. Weir (2005:209) points out that ‘predictive validity is, however, in general beset with problems because of the variables that may interfere with the comparison over time’. In addition to the challenges of tracking test takers over time, the ways that a test is used can impact greatly on the availability of data, resulting in complications when conducting statistical analysis (see Box 6.2 for examples); these issues will be discussed in depth later in the chapter.

In this chapter we present studies on criterion validity of BMAT conducted by Cambridge Assessment researchers, in light of issues highlighted by Weir’s (2005) socio-cognitive framework. In addition, we draw on work conducted in other selection contexts, such as occupational psychology, to outline some of the challenges facing admissions testing researchers. The focus is primarily on predictive validity, although a discussion of relevant concurrent validity considerations is included. To provide a clear picture of the issues, the present chapter begins with a non-technical description of the theoretical and methodological issues related to criterion validity. For each of the topics discussed, Cambridge Assessment’s approach to them with BMAT is described. Following this discussion, a key study is described in detail and the findings of other studies are summarised briefly.

6.2 Key issues for investigating criterion-related validity of BMAT

There is a clear rationale for establishing criterion-related validity of educational assessments used in selection contexts (Anastasi and Urbina 1997, Standards 2014); however, how to conduct criterion-related validation in real-world settings is a somewhat murkier issue. The primary challenge in criterion-related validity is that research must be conducted within the real-world practices of selection. Many best practices within the context of medical education, such as multi-faceted selection procedures or extra support and remediation for specific groups of students, pose methodological challenges for criterion-related validation. There are many
difficulties with investigating criterion-related validity in the context of medical selection; for example, James and Hawkins (2004) list seven specific challenges for evaluating predictive validity in this context (Box 6.2).

**Box 6.2 Difficulties associated with investigating predictive validity of medical selection methods (adapted from James and Hawkins 2004:244)**

- Selection assessment could produce qualitative or non-normally distributed data.
- The cohort completing the assessment might be too small.
- Assessment scores may not be recorded after decision making.
- The time from administration of the selection assessment to the availability of outcomes is usually very long.
- Outcome variables are only available for successful applicants, who are a subset of the applicants that completed the selection assessment.
- Measures of validity are sensitive to error variation and are dependent on reliability.
- The outcome may neither be reliable nor valid.

With predictive studies, as with most methodologies, a researcher must fully understand the theoretical issues at play, appreciate the situational constraints in studying a real-world phenomenon, and then make and defend a series of expert judgements about how to conduct the desired research. In this part of the chapter, we describe some of the key theoretical and methodological issues in criterion-related validation, and the approach that Cambridge Assessment Admissions Testing takes to researching these areas with BMAT.

**Selecting suitable outcome criteria**

When considering criterion-related validity, one of the first issues that must be addressed is what criterion a test should be related to. The answer to this question in the context of admissions testing is not clear-cut (Stemler 2012), and researchers must develop a rationale for what they will measure and at what point in time they will measure it. As predictive validity is a key concern of admissions tests, we focus the discussion on selecting outcome criteria for predictive validity studies.

Some researchers approach predictive validity as a purely empirical issue in which any selection variable can be justified if it relates to a
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desirable outcome. To illustrate this approach, Hopkins, Stanley and
Hopkins (1990:82) use an example of selecting employees for sales positions;
they argue that: ‘If people who indicate that they prefer strawberry to vanilla
ice cream become more successful salespeople, then that would be a relevant
item for inclusion in the screening test for sales people.’
This approach rejects the need for theoretical or logical accounts that
attempt to explain the relationships being investigated, particularly when
tests are used in selection. Applied to admissions tests, the position advo-
cated by Hopkins et al (1990) typically means that the criterion becomes the
focus of validation studies rather than the assessment being validated. For
admissions testing researchers adopting this approach, the validity of the
outcome measure, normally a grade point average (GPA), is considered self-
evident; therefore, any variable that predicts the desirable outcome can be
validated as a selection variable.
Cambridge Assessment takes a different position on criterion-related
validity in admissions tests. Selecting suitable outcome criteria should be
based on the theory behind the test construct, and this is a fundamental
consideration in undertaking criterion-related validity studies. Although
predictive validity is particularly important in selection contexts, it is still
treated as one aspect of overall validity. In addition, we do not treat outcome
measures uncritically; instead we recognise that many outcome measures are
available in the higher education context and that relationships worthy of
investigation should be identified on theoretical grounds. In this regard, we
agree with Sireci’s (1998:98) observation that: ‘Because no one criterion is
sufficient for the validation of a test, and because criteria must also be vali-
dated, criterion-related studies were only a part of the larger process of con-
struct validation.’
As admissions tests are intended to help select students most likely to be
successful in a given endeavour, a theoretical approach to selecting outcome
criteria should focus on indicators of success in that endeavour. However,
indicators of success can vary on a number of dimensions. Firstly, they can
be measured at different points in time, ranging from ‘proximal’ indicators
which are measured fairly close to the assessment, to ‘distal’ indicators, which
are measurements taken far into the future. For example, in professional edu-
cation, such as to become a doctor or a lawyer, admissions tests could predict
success in the first year of study (a proximal outcome) or success as a profes-
sional five years after graduation (a more distal outcome). In medical educa-
tion, there is debate about whether the aim of an admissions test is to select
students who have the capabilities to succeed academically on the course or
those who will eventually make good doctors. These aims may not be easy to
marry and require different criterion measures. Cleland et al (2012:6) point
out that attempting to predict who will be a good doctor can be problematic
because ‘this is a somewhat indeterminate and distal criterion, in the sense
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that performance as a doctor is not a discrete construct and is temporally
distant from selection'.

While there is continuity of development between study and professional
practice, the skills needed for success in these endeavours likely differ (Shultz
and Zedeck 2012). Figure 6.1 depicts some of the criteria that could be used
to assess predictive validity in a medical selection context.

**Figure 6.1 Examples of criteria for measuring success in the progression of
medical education**

While it might be appealing to determine whether an admissions test can
predict professional performance, there is great potential for spurious results
from this type of analysis due to confounding factors.3

Naturally, the most interesting outcomes to predict would be those
that are more distant in time . . . The tension from a psychometric
perspective, however is that the greater amount of time that elapses
between instruction [or test administration] and assessment, the more
mediating variables can creep in that impact on subsequent performance
(for good or ill) making it difficult to link outcomes to predictors
(Stemler 2012:10).

In this regard, Woolf, Potts, Stott, McManus, Williams and Scior (2015)
argue that selection for training should also deselect those who are unsuitable
for clinical practice, because once applicants are accepted onto a training
course nearly all of them qualify to practise. On the other hand, it is expected
that the learning and experience provided by the university through teaching
and apprenticeship ultimately shapes a trainee's development in the medical

---

3 While attempting to establish predictive validity of an admissions test based on distal performance outcomes may be inadvisable, universities may well want to review their selection process as a whole, in light of the proximal and distal performance of their graduates (Stemler 2012).
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or dental profession; therefore, screening out individuals before they have benefited from this training needs a strong justification, particularly because non-academic skills have a stronger theoretical relationship with suitability for clinical practice than academic abilities. In relation to this, Niessen and Meijer (2016) have suggested that optimising training of non-academic skills would be preferable to selecting students on the basis of these skills.

In the case of BMAT, the test construct focuses on potential for the course of study (a proximal outcome), rather than predicting who will make a good doctor, although the former (passing the course) is a necessary condition for the latter. There are a number of different ways to look at proximal outcomes related to performance on a medical course. Many would argue that the purpose of admissions tests is to deselect those applicants who are unlikely to succeed and that test scores should not be expected to differentiate between candidates beyond an ‘adequate’ or cut-off level. Others believe that the purpose is selection of the very best candidates in terms of course performance. Whether criterion measures should indicate excellent, adequate or poor performance is therefore a decision to be made in establishing a test’s predictive validity.

BMAT aims to help schools select from the applicant pool those who have a good chance of completing the course of study successfully whilst rejecting those who are least likely to succeed. It is therefore desirable to show that BMAT scores relate to either future course performance itself or to other, known indicators of this. Of course, scores on any selection test only show us what a candidate could achieve in the future rather than what they necessarily will achieve, which is shaped by many additional factors.

The wider literature on admissions tests shows that first year grade point average (FYGPA) is one of the most common measurements of course performance used for establishing predictive validity. An acknowledged limitation of this approach is that achievement on a course only reveals part of the spectrum of learning and achievement produced through study in higher education (Stemler 2012). Other criteria that might be used to assess predictive validity include rates of attrition and course completion, but these are only useful in contexts where the outcomes occur regularly and are theoretically related to the constructs assessed by a test, such as when students are not progressing due to academic failure.

Cambridge Assessment researchers use measures of academic performance on biomedical courses, including GPA, as a criterion in predictive studies, in line with conventions established by other researchers in educational assessment. We also identify course performance indicators that align theoretically with the cognitive processes and skills assessed by BMAT outlined in Chapter 3. This is done on a case-by-case basis in collaboration with university tutors, in order to acknowledge the complexity of teaching and learning contexts in schools of medicine and dentistry. Commonly this
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includes grades for particular course components, grades during early years designated as pre-clinical, and course completion when there are concerns about students’ abilities to cope with the science-based study required on a course.

**Concurrent validity in the admissions testing context**

Concurrent validity is a key component of criterion-related validity; however as the purpose of an admissions test is geared towards selecting for good future performance, concurrent validity is considered less often than predictive validity for admissions tests. Additionally, there are a number of challenging issues that arise when considering concurrent validity for a test used in selection for the healthcare professions.

In the language testing context criterion-related validity has a strong focus on concurrent validity. Relating test scores to other well-established measures of language performance helps to establish the validity of an instrument. Concurrent validity is particularly useful when validating a new tool that acts as a more efficient substitute for an established assessment. In this regard Anastasi and Urbina write:

> Because the criterion for concurrent validity is always available at the time of testing, we might ask what function is served by the [new] test in such situations. Basically, such tests provide a simpler, quicker, or less expensive substitute for the criterion data. For example, if the criterion consists of continuous observation of a patient during a two-week hospitalization period, a test that could sort out normal from disturbed or doubtful cases would appreciably reduce the number of persons requiring such extensive observation (Anastasi and Urbina 1997:119).

One of the immediate challenges to conducting concurrent validity studies on BMAT is that there is not an established measure of the same construct available against which to correlate BMAT test scores, nor is there a common framework of standards that define what a medical student should be able to do at entry into medical school. In language testing, there are established frameworks of language proficiency, such as the Common European Framework of Reference for Languages (CEFR, Council of Europe 2001), which support concurrent validation studies by providing a common rubric against which skills measured on different assessments or qualitative measures can be interpreted. A common framework in language testing also

---

4 Medical schools frequently use competency frameworks that guide their curriculum and provide detailed statements of what students should be able to do at the end of medical school. However, as these competencies are largely developed through the training provided in medical school, they are not appropriate for establishing a framework of abilities for entering medical students.
The relationship between test scores and other measures of performance supports concurrent validation through ‘comparability studies’ of different exams that are benchmarked to assess the same levels of the framework.

Medical education currently lacks a common framework that can be used to benchmark potential for medical education. The Association of American Medical Colleges (AAMC, 2014) has recently made a first step in this regard by proposing a series of core competencies for ‘entry into medicine’ which is being adopted by medical schools in the US and Canada for graduate entry into medical study. The competencies identified by the AAMC link closely to the skills assessed by BMAT sections (see Chapter 3). However, at present, the AAMC’s competencies lack structured definitions of levels of ability. In the UK, in which entry into medicine is predominantly at the undergraduate level, there is not yet consensus as to what competencies an entering student should have. Without a common framework, the admissions tests used for medicine and dentistry in the UK (BMAT, United Kingdom Clinical Aptitude Test (UKCAT) and Graduate Medical School Admissions Test (GAMSAT)) conceptualise potential for success at medical school in different ways. From a cognitive validity perspective, the tests are assessing different constructs (although all are described as aspects of potential for biomedical study), and thus comparisons of the scores between these tests would be problematic to interpret.

Of course, potential for success in biomedical study is represented in various ways, not just by admissions test scores. The most commonly used selection criteria are measures of academic achievement at school. Within the broader literature on admissions tests for higher education, secondary school GPA is frequently considered as a criterion for concurrent validity. Admissions test scores and school-based qualifications, such as A Level grades, are typically determined in the late stages of secondary school, so studies examining these variables are often considered as concurrent validity designs (Coates 2008). While one can consider school-leaving qualifications as a concurrent measure for evaluating test validity, a closer look at the timing and constructs in the UK context prompts us to re-examine this position.

Cambridge Assessment Admissions Testing has investigated the relationships between BMAT performance and A Level achievement, which can be conceptualised as a concurrent or predictive criterion. To contextualise Cambridge Assessment’s work on BMAT’s relationship with A Level grades, we must address the grey area between predictive and concurrent validity.

The Standards (2014) pose that ‘historically, two designs, often called predictive and concurrent, have been distinguished for evaluation of test-criterion relationships’ (2004:17). While researchers tend to agree on distinguishing between these two designs for criterion-related validity, there is debate over where the dividing line is drawn. Traditionally, in occupational psychology settings, the distinction between concurrent and predictive
validity designs is based on whether the criterion was measured at the same time as the assessment being validated (Barrett, Phillips and Alexander 1981). In contrast, Anastasi and Urbina state:

The logical distinction between predictive validity and concurrent validation is based not on time, but on the objectives of testing. Concurrent validation is relevant to tests employed for diagnosis of existing situations, rather than prediction of future outcomes. The difference can be illustrated by asking “Does Smith qualify as a satisfactory pilot” or “Does Smith have the prerequisites to become a satisfactory pilot?” The first question calls for concurrent validation; the second for predictive validation (Anastasi and Urbina 1997:119).

Sometimes it is easy to distinguish between concurrent and predictive validity. When a criterion is measured well into the future from the point of an assessment, and is intended to provide evidence that an assessment can meaningfully predict future outcomes, it is clearly predictive validity. This is the case when admissions tests are correlated with measures of academic performance at university. However, in other cases it can be very difficult, and potentially unimportant, to distinguish between concurrent and predictive validity.

One confusing issue is that the word ‘prediction’ is used in two ways as explained by Anastasi and Urbina (1997:119): ‘criterion-prediction validation procedures indicate the effectiveness of a test in predicting an individual’s performance in specified activities . . . the term ‘prediction’ can be used in the broader sense, to refer to prediction of the test to any criterion situation, or in the more limited sense of prediction over a time interval’. Therefore, a statement that ‘assessment X predicts Y’ may refer to a statistical correlation that is either concurrent or predictive. In this volume, we use ‘predict’ in the broader statistical sense, to describe a relationship between two variables.

To illustrate the challenge in distinguishing between concurrent and predictive validity, let us consider research designs that correlate A Level grades (a measure of academic achievement) with BMAT scores (see Figure 6.2).

Figure 6.2 Typical A Level and BMAT arrangements in the UK

Studying for school examinations tends to begin in advance of sitting a university admissions test, and awarding for some components that contribute to the final grade can occur early in the course of further education study. For qualifications or assessments that are composed of various
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subcomponents awarded throughout a course of study, the question of when it was administered is not a simple one to address. On the other hand, final grades for school-leaving qualifications might not be available until after the results of the admissions test are released; this makes it reasonable to treat A Level grades as criteria predicted by scores on the admissions test.

Research on A Level performance and BMAT scores can be regarded as examples of concurrent or predictive validity studies, depending on the intended use of BMAT scores in the selection process. Due to the difficulties in timing as explained above, we do not describe research investigating school qualifications and test scores as concurrent or predictive validity. Instead, those using the research can determine whether they would consider the studies as concurrent validity, or predictive validity, or whether to consider the results more generally as evidence of criterion validity, which may be informed by their intended interpretation of the findings.

Exploring these relationships is still important, because it is desirable that BMAT scores should relate to other measures of potential for biomedical study. However, criteria used in student selection should aim to have incremental predictive validity over other criteria, contributing some unique information on applicants’ potential. For example, we would expect BMAT scores to be related to academic measures such as A Level attainment, which are known predictors of future course performance. On the other hand, a high degree of shared variance might imply redundancy of measures (unless there was doubt about the predictive equity of A Level grades for different groups of applicants). Given that the selection process generally begins before final A Level grades are available for most university applicants, a positive relationship between BMAT scores and A Level attainment (as an outcome criterion) will prove useful to selecting institutions. An example of how BMAT scores have been shown to predict both high and, importantly, insufficient A Level attainment (the failure to achieve minimum conditional offer grades and therefore face a late rejection) is presented later in this chapter (Emery 2007c). In line with Anastasi and Urbina’s (1997) focus on distinguishing between concurrent and predictive validity based on the intended use of scores, these findings can be interpreted as either aspect of criterion-related validity.

**Box 6.3 BMAT scores’ correlation with A Level grades**

Tip: BMAT scores have been shown to correlate with A Level grades. This can be useful to schools making admissions decisions before A Level grades are known.
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One other aspect of concurrent validity that has not been investigated is the relationship between scores achieved on two different versions of BMAT. Administering two test versions of a test to the same group of students can be used to establish parallel forms of reliability (see Chapter 5 for a description of this), and to investigate the equivalence of writing tasks in BMAT Section 3. Conducting these studies in the future will provide concurrent validity evidence for BMAT.

Methodological challenges

Establishing predictive validity evidence is a priority for tests like BMAT as relevant outcome data becomes available for the test takers. This evidence is important to stakeholder institutions and to test takers themselves, so predictive validity formed the focus of much early research work on BMAT. However, it is difficult to establish predictive validity evidence for university selection tests because methodological issues systematically reduce the strength of correlations that are observed in datasets used for investigating predictive validity. In this part of the chapter, we present three of the main ways that correlations are attenuated in selection contexts, using simulated example datasets. Following an overview of these issues, the approach to presenting predictive validity analysis adopted by Cambridge Assessment researchers is outlined.

Range restriction

Range restriction arises because predictive validity must be calculated from the pool of accepted applicants, whose test scores represent a selected range that is higher and narrower than that of the overall applicant pool. The course performance of applicants who were rejected with low test scores cannot be known and researchers are restricted to looking for differences in course performance between selected applicants, who typically achieved in the range of scores deemed adequate by selectors. Test scores on BMAT can be used in a variety of ways and this can impact substantially on the relationships observed in analyses. The rejection of low scorers, particularly if there is a minimum score that applicants must achieve to be accepted onto the course, gives rise to restricted ranges of test scores and shapes of scatter that limit the strength of relationships. A detailed description of various types of range restriction is available in Bell (2007), but for the purposes of explaining the concept of range restriction, a single hypothetical example will suffice. Low scorers can be rejected by setting a minimum score, which is often referred to as applying a cut-score or hurdle; this method is commonly used in selection settings and results in the forms of range restriction that are easiest to conceptualise.

Consider an idealised situation where the sum of an applicant’s scores on BMAT Section 1 and 2 is correlated with FYGPA at \( r = 0.492 \) (see Figure 6.3). Of course, applicants to the course that are located in the bottom
The relationship between test scores and other measures of performance left of the plot are unlikely to be accepted onto the course; therefore, their FYGPA would not actually be observed.

**Figure 6.3  Idealised correlation between BMAT scores and FYGPA**

![Idealised correlation between BMAT scores and FYGPA](image)

If the admissions process applied a hurdle so that only applicants with a combined BMAT Section 1 and 2 score of 10 or above were accepted onto the course, only those applicants on the right-hand side of Figure 6.3 would have course performance data available for analysis, resulting in Figure 6.4. When the correlation between the two variables is calculated only using the data observed after applying a hurdle, the coefficient indicates a much weaker relationship of $r = 0.218$. As the correlation coefficient is an estimate of the relationship that exists between the two variables, the observation of a weaker relationship is described as an attenuation of the estimate. The observed statistic is much weaker than the relationship that would be observed if the data in the entire population was available.

This simplified example demonstrates one of the major challenges with estimating the relationship between a variable used for selection and an outcome score. While use of a cut-score for accepting applicants onto a course may be appropriate for some selection contexts as an admissions practice, it can exacerbate problems in assessing predictive validity. One method for dealing with this issue is to apply formulae that correct the strength of the coefficient based on the distributions of the variables (e.g. Sackett and...
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Yang 2000). This has been used in research on admissions tests by McManus, Dewberry, Nicholson, Dowell et al (2013) and represents a suitable solution for the example we have outlined. However, we should recognise that the situation represented in Figure 6.3 and Figure 6.4 is a simplistic one. It is far more common for biomedical courses to use multiple stages in their selection process. This means there might be hurdles applied on various selection criteria that restrict the range of observed scores in different ways, either directly or indirectly. Furthermore, predictive studies often use more than one outcome as criteria, which can complicate things even more. In some instances, collegiate systems used by Oxford and Cambridge can even mean that subgroups within a course cohort had different hurdles applied to the selection criteria that were used, possibly in a different order. Without a detailed understanding of the mechanisms used in selection, it can be very difficult to unpick the ways that a final cohort of students was derived. In general, the greater the reliance on a test score in selection, the more that range restriction becomes an issue when calculating correlations.

**Compensatory selection**

Within a multi-faceted admissions process, poor performance on one selection criterion (an admissions test) might be compensated for by good
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Figure 6.5  Idealised correlation between BMAT scores and FYGPA indicating outlier scores

![Figure 6.5](image)

Figure 6.6  Correlation between BMAT score and FYGPA when the candidates with outlier BMAT scores are also selected

![Figure 6.6](image)
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performance on another (e.g. academic achievement, interview). While an appropriate practice for university admissions, this again creates problems for analysing predictive validity. The compensatory use of assessments in multi-method selection procedures means those accepted onto a course with low test scores tend to have performed well on other selection measures. These candidates are therefore atypical of low test scorers in general terms of their potential for succeeding on the course. Compensation in selection processes can make predictive relationships appear, statistically, to be non-existent or even negative. In order to illustrate the effects of compensatory selection on predictive relationships, let us reconsider the hypothetical scenario described previously. Figure 6.5 depicts the idealised correlation between BMAT combined scores and FYGPA as before, but several outlier scores have been highlighted by the boxes, which represent candidates who achieve just under the hurdle of a combined BMAT Section 1 and 2 score of 10. Such candidates may be selected if they have strong performances on other admissions criteria (e.g. school grades or interview scores) that indicate they will be successful on the course. In other words, high performance on some selection criteria can be used to compensate for lower performance in another, allowing the admissions tutor to identify applicants more likely to succeed on the course, when compared with other applicants who achieved the same test score.

Figure 6.6 shows the resultant correlation between BMAT scores and FYGPA when these candidates are selected alongside those above the hurdle. As we can see, the observed correlation, represented by the solid line, is weak and negative ($r = -0.058$). Inclusion of the outliers has rendered the population correlation, represented by the broken line, undetectable. This is an extreme example because it assumes that the admissions tutor is very accurately identifying those applicants who do not meet the test score threshold but are likely to do well on the course. However, it illustrates how selecting a small number of applicants who are atypical for their test scores can impact on criterion validity.

Again, it should be recognised that the situation represented in Figure 6.5 and Figure 6.6 is more simplistic than actual selection contexts. It is common for biomedical courses to consider multiple selection criteria in their procedures, which may be weighted in various ways. Furthermore, qualitative data and contextual information such as indicators of low socio-economic status are often considered alongside other selection criteria.

**Confounds on the outcome variable selected as a criterion**

Predictive validity is also affected by potential confounds on the outcome variables. For example, academic outcomes in university can be affected by teaching quality and practice over a course of study. Similarly, outcome measures can be affected by unreliability in course assessments, for example,
introduced by subjective marking of assignments. The potential for grades to be confounded as an outcome variable is described by Stemler:

Grades can be difficult to interpret because they are so frequently influenced in non-uniform ways by other factors. For example, not everyone goes to the same university. Not everyone in the same university takes the same courses. Not everyone in the same courses has the same instructor. Sometimes the interpersonal relationship (either good or bad) that a student has with an instructor colors the instructor’s evaluation of the student’s content mastery. Each of these outside factors, and many more, can influence final course grades in ways that are not always related to the cognitive abilities and traits that reside within the student (Stemler 2012:8).

The example given by Stemler illustrates the issues that may arise when aggregating grades to serve as outcome data across institutions, courses or years. Collapsing data can produce outcome variables that vary in ways not related to the construct of interest.

In medical education, courses within a university tend to be consistent with all students undertaking a relatively homogenous curriculum of study. Similarity in the course of study undertaken by students reduces the potential for confounds on GPA as an outcome criterion. One caveat to this is that biomedical courses typically include optional components that are selected by the students. Thus, cumulative GPA may be made up of different sets of marks across subgroups of students. This can mean that GPA appears to be comparable across all students, when it is actually composed of differing proportions of assessment types, and actually represents a mixture of sub-constructs. In addition, selection of optional components is unlikely to be random, and may have a systematic relationship with abilities assessed as part of selection. For example, those students confident in their mathematics abilities are more likely to select study options with substantial quantitative components. Further down the line, choices about the medical specialty to pursue might be linked to the communication skills that were assessed during interviews. All of these factors can reduce the reliability of GPA as an outcome measure in predictive validity analysis. However, while we acknowledge the limitations in using GPA in predictive studies, we maintain that within biomedical programmes it is a valid outcome criterion. On this issue, other admissions testing researchers agree, and Stemler writes: ‘It is perhaps the case that [first year] GPA is the best that we can hope for as a proxy of domain-specific knowledge at this time’ (Stemler 2012:8).

In conducting predictive research, it is important to recognise the limitations of measures that represent academic achievement in university, and to interpret findings whilst considering these issues. We should not assume that everyone’s experience when studying will be the same. Indeed, there can
be phenomena that change the learning context systematically in line with the constructs being assessed. This would reduce observed relationships between a selection measure and outcome measures. For example, a medical or dental school might identify those candidates with deficits in their scientific knowledge (using the selection test or early indicators of performance on the course). The department can bring this to the attention of the student, increasing the likelihood that the student focuses on this area more than their fellow students. In some instances, the university may offer extra support to students. This is particularly common with written communication skills where students are referred to central support services if their writing is not good enough. If these interventions and influences on behaviour are effective, they can mask the relationships between performance on the selection measure and course outcomes.

Finally, it should be noted that motivation has a large part to play in students’ learning and study behaviour, and has been linked to course performance outcomes (Kusurkar, Ten Cate, van Asperen and Croiset 2011). Although biomedical students are typically assumed to be highly motivated, motivation is not considered a stable characteristic and is dependent on contextual factors (Pelaccia and Viau 2017). For example, Wouters, Croiset, Galindo-Garre and Kusurkar (2016) showed that the motivation of applicants to study medicine was high immediately after selection, but decreased rapidly after entering medical school. Thus, changes in motivation over a course of study or even during the transition from secondary to higher education may weaken the relationship between performance on a selection test and outcome measures.

In summary, course performance is affected by a great many variables beyond what the test aims to measure. Course performance will be influenced by a multitude of factors, including the educational environment and the personal circumstances of a student, in addition to academic potential as measured through an admissions test. Even variables traditionally considered as stable, such as personality traits, are now acknowledged to include some plasticity and adaptability (Ferguson and Lievens 2017). Therefore, it is important to recognise that situational context will account for some variances in learning behaviours, which will also impact on course outcomes. The moderating effects of factors such as conscientiousness, motivation and non-academic issues on the relationship between academic ability and course performance should not be underestimated given the amount of variance that remains unexplained by academic ability measures. A single outlying data point from a candidate who has a good test score but fails the course for unrelated reasons can have a large impact on the size of a correlation coefficient. For these reasons, the magnitude of correlation coefficients regarded as beneficial between selection tests and future performance are lower than would normally be expected. In addition, the potential for confounds to
reduce the reliability of the criterion increases with the length of time between
the test administration and the measuring of the outcome being predicted.

The Cambridge Assessment approach to reporting predictive validity

When describing the methodological issues that result in weaker observed
correlation coefficients, we have stressed that the examples used are simpli-
fied versions of how selection functions in practice. The ways that actual pro-
cedures influence the findings of predictive research are complex and easily
overlooked. In fact, the example used to illustrate range restriction actually
included a compensatory selection method, even if the hurdle were applied
strictly without considering other selection variables. This is simply because
two separate BMAT sections were combined to form an aggregate score.
Applying a hurdle in this case means that scores on the two sections effect-
vively compensate for each other, so that the hurdle can be reached by a low
score on one section with a higher score on the other. Whilst this might be
suitable for an admissions policy, it means that relationships between the
two section scores would be weaker in the selected group than they are in the
wider pool of test takers. As the section scores are expected to predict specific
course components differently, the interactions can have further impact on
the relationships observed in predictive validity studies.

For selection tests, valuable criterion validity evidence can be obtained
from a pilot year of the test where selectors are blind to applicants’ scores. The
use of such a pilot year can help overcome issues of range restriction and com-
pensatory selection. If it can be shown that candidates scoring low on the test
have a very low chance of being offered a place of study following interview
when scores were unseen by selectors (the criterion being the admissions deci-
sion) then this provides justification for setting a cut-score on the test in future
years. Concurrent validity would be evidenced by high agreement between the
(hypothetical) admissions decisions made by test scores and the admissions
decisions made by selectors blind to those test scores, perhaps on the basis of
interviews. Such evidence would allow an institution to apply a future cut-
score on the test as a hurdle to the interview stage so as to focus their interview
resources on applicants with a reasonable chance of gaining a place of study.

It is not always practical to pilot an admissions test and ignore test scores
when making selection decisions. Admissions tests are often introduced in
response to specific logistical issues, such as heavy oversubscription or ceil-
ings in applicants’ school-leaving qualifications. In these contexts, it might
be necessary to use test scores immediately in some way. Even if a hurdle is
not applied, it can be difficult to justify the logistical demands of administ-
ring a test if admissions tutors do not have access to test scores. Additionally,
there are ethical implications of requiring applicants to sit an exam where
the scores will not be considered. This means that studies of criterion-related
validity are often conducted in the context of real-world selection, requiring
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researchers to consider how the pool of accepted students has been shaped by admissions decisions.

Given the complexity of the selection contexts we have outlined, Cambridge Assessment recommends that uncorrected correlation coefficients are reported for predictive validity studies, alongside an account of the decisions that resulted in the student cohort that was selected. In order to acknowledge the tendency for coefficients to be attenuated by various issues, guidelines for interpreting uncorrected coefficients can also be included with results, such as those in Table 6.1, which were published by the US Department of Labor, Employment and Training Administration (1999). Alternatively, Cleland et al (2012) provide similar principles for interpreting correlations in the medical admissions context.

Table 6.1 Guidelines for interpreting correlation coefficients in predictive validity studies

<table>
<thead>
<tr>
<th>Validity coefficient</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above 0.35</td>
<td>Very beneficial</td>
</tr>
<tr>
<td>0.21 to 0.35</td>
<td>Likely to be useful</td>
</tr>
<tr>
<td>0.11 to 0.20</td>
<td>Depends on circumstances</td>
</tr>
<tr>
<td>Below 0.11</td>
<td>Unlikely to be useful</td>
</tr>
</tbody>
</table>

Source: US Department of Labor, Employment and Training Administration (1999)

As with all rules of thumb used to interpret statistical analyses, these values should not be interpreted blindly. It is important to try and obtain as many details relating to the selection procedure used as possible.

One final point that can help deal with the methodological challenges described here is not actually part of our approach, but more of a lesson learned from conducting predictive studies. Most, if not all, of the predictive validity work conducted by Cambridge Assessment has been retrospective. In other words, the studies have been designed and conducted once course outcomes became available, by accessing historical records. From our experience, retroactively describing all of the selection decisions made in application cycles can be difficult to complete with precision. Therefore, it can be advantageous to plan predictive studies prospectively, as this enables the selection decisions used at various stages to be documented in their entirety. In future, we intend to plan predictive research prospectively, as this could allow statistical corrections to be used on observed correlations with confidence.
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Collecting and collating data

Conducting research on criterion-related validity is dependent on collecting data that is external to the test scores themselves. However, there are difficulties with collating datasets with sufficient sample sizes, as selected cohorts for biomedical courses tend to be small.

Some researchers advocate conducting multiple site or multiple cohort studies to increase statistical power (e.g. McManus, Dewberry, Nicholson and Dowell 2013). A recent big data initiative will enable large-scale predictive validity studies to be conducted more easily in the UK, by collating data from test providers, medical schools and the royal medical colleges into a UK Medical Education Database (UKMED). Big data can offer opportunities to better understand the factors that contribute to success in medical study, and UKMED seeks to support large-scale medical education research by allowing researchers to combine and analyse anonymised datasets. This will encourage studies with large sample sizes and greater statistical power.

The UKMED project is managed by the medical regulator in the UK, the General Medical Council (GMC), and Cambridge Assessment is in the final stages of contributing BMAT data to the database, whilst considering some of the data privacy concerns raised by commentators (e.g. Best, Walsh, Harris and Wilson 2016). The larger scale studies enabled by big data approaches are useful for investigating how the predictive validity of an assessment might generalise across different contexts; however, there are several issues with research using data from different institutions across multiple years. Firstly, adopting Hopkins et al’s (1990) approach of treating any variable that correlates with performance as a valid selection criterion could lead to selection methods with no theoretical basis being used, which would also result in unintended side effects for the professional workforce.

Box 6.4 Key recommendations from the Cambridge Assessment approach to predictive validity

- Select outcome criteria that are theoretically relevant to the test construct.
- Criterion validity is best established during a ‘pilot’ year in which the test is administered but admissions decisions are made 'blind' to test results.
- Uncorrected correlation coefficients can be reported alongside descriptions of the selection context and guidelines for interpreting attenuated coefficients.
- It can be useful to plan predictive studies prospectively.
To safeguard against identifying spurious relationships, we advocate cautious use of large databases by relying on theory to develop hypotheses about expected relationships. Formulation of relevant hypotheses should include consideration of consequential validity and test taker characteristics. For the UKMED project, research proposals are scrutinised by a group of researchers, which includes a member of the Cambridge Assessment research team that focuses on admissions testing research. Furthermore, Cambridge Assessment also participates in UKMED’s Advisory Board, which is the governance structure for the project.

Other methodological issues result from difficulties in obtaining the relevant information about how procedures were applied. If precise details about different selection practices (e.g. hurdles and compensatory selection methods) are not known, it can be difficult to validly adjust for them. As mentioned earlier, this presents complicated issues when considering a single course of study, so documenting the impact of these issues across multiple courses can be even more complex. Furthermore, biomedical courses differ in their composition, affecting the comparability of outcomes across courses, or even within courses that have optional components. The impact of this variability can be reduced by standardising indicators of course performance within cohorts before including them in statistical models, but this does not entirely mitigate the issues faced when combining data across consecutive years of study.

Moreover, different courses, or even course components, can have varying relationships with test sections or selection methods, due to differing candidatures or content focus. For example, one course might have more components that focus on natural sciences than another course that has more assessments that rely on written communication. Performance in these courses would theoretically have different relationships with BMAT Sections 2 and 3. Treating both courses as the same by including them in one analysis can mask nuanced relationships between course outcomes and selection criteria with different emphases, which might be more easily detected using separate analyses.

Therefore, smaller scale studies can contribute effectively to establishing the predictive validity of admissions tests and should not be automatically overlooked in favour of studies with greater statistical power. The approach adopted by Cambridge Assessment researchers in this regard is to collaborate with admissions tutors at universities using BMAT, in order to support them with their own evaluations of predictive validity, which tend to be smaller scale than multi-site studies. This acknowledges that the test users are experts with substantial knowledge of the selection context, whereas Cambridge Assessment researchers tend to be more familiar with issues in educational assessment, such as the impact that various methodological challenges can have on statistical analyses. Most, if not all, BMAT users have conducted
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their own evaluations of the test, which typically include analysis of predictive validity. This allows individual departments to interpret results in the context of their own courses, in order to satisfactorily show that selection procedures are suitable to institutional committees.

There is often mutual sharing of BMAT data, admissions information, admissions decisions and course performance data between Cambridge Assessment and the institutions using BMAT, which allows both organisations to monitor the predictive validity of BMAT for admitted applicants. These studies provide valuable insights into BMAT’s validity; however, Cambridge Assessment researchers arrange to analyse data on a case-by-case basis for each study. As personal data is often required to match course data to BMAT scores, we review data protection issues separately. The on-course performance of students who have taken BMAT is not routinely collected from universities in the same way as some other test providers; this reflects a cautious approach to data protection throughout the Cambridge Assessment Group, which is informed by recent discussions on the opportunities and risks presented by use of student data (e.g. Trainor 2015).

**Box 6.5 Key points on data collection**

- Small-scale studies can provide important findings that complement large-scale studies.
- Each course or institution’s selection procedure is unique and test developers can collaborate with test users to investigate predictive validity.
- BMAT data is being included in a database managed by the GMC, which will support large-scale research into the validity of selection criteria.
- Cambridge Assessment collaborates with universities on a case-by-case basis, and does not routinely collect large amounts of data on candidates from biomedical departments.

Data on selection criteria (e.g. A Level results) is available via the Universities and Colleges Admissions Service (UCAS) to biomedical and dentistry schools for all university applicants rather than just those admitted, as is candidate-level demographic information. This can permit research into institutions’ selection processes in general, such as the fairness of admissions offers for different candidate groups, the relationship between demographic variables and selection criteria, and the factors that best predict admissions offers. Predictive validity studies on BMAT are typically single-institution studies using one or more cohorts, which helps reduce confounds on the outcome variable (as described by Stemler 2012). While cohorts tend to be
analysed separately, it is sometimes necessary to combine them across years for courses which have particularly small numbers, such as graduate-entry courses (Devine and Gallacher 2017). Findings from separate analyses often illustrate the variability in the strength of correlations that can be found even within the same course, resulting from different admissions decisions, applicant cohorts or course assessments. Outcome data usually consists of early course examination results (e.g. end of Year 1 or Year 2 examination average).

**Predictive equity and its role in test fairness**

An aspect of predictive validity research that is crucial to investigating test fairness is that of *predictive equity*. This is discussed in detail in Chapter 2, and is illustrated by research into test fairness and bias issues (Emery et al. 2011). To recap here, if a test is biased *against* a particular candidate group then we would expect test scores to systematically *under*-predict future course performance for that group (i.e. they go on to perform better than predicted on the course), and vice versa. If BMAT scores fairly reflect ability on the construct of interest regardless of candidate group then scores should predict future course performance equitably for different groups, assuming that other factors are equal between them.

Candidate school sector information and candidate gender are therefore included as additional predictor variables in Cambridge Assessment Admissions Testing regression analyses of course performance on BMAT scores and it is possible to investigate any other candidate-level variables that may be a fairness concern. If a given BMAT score predicts equal course performance, on average, between different candidate groups then this provides strong evidence that the test is fair and unbiased even when test score differences are evident between groups. Analyses to date have consistently shown BMAT to predict course performance equitably regardless of candidate background variables such as gender, school type, school sector and social deprivation indicators.

**6.3 Research**

In the previous parts of this chapter, we have described the theoretical and methodological issues involved in conducting criterion-related validity, and the approaches to addressing these that are used in BMAT research. Research into the predictive validity of BMAT is regularly conducted by Cambridge Assessment Admissions Testing in collaboration with the universities who use the test. In this section, we present a longitudinal study – conducted when BMAT was first introduced at Cambridge Medical School – which provided foundational evidence of BMAT's predictive validity to support its use as an admissions test for medical study (Emery and Bell 2009). We then summarise
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some of the other predictive validity studies which have been conducted, with a focus on the diverse contexts that BMAT is used in.

**Key research study – The predictive validity of BMAT for pre-clinical examination performance (Emery and Bell 2009)**

<table>
<thead>
<tr>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>• BMAT makes a significant contribution to predicting performance in medical study.</td>
</tr>
<tr>
<td>• BMAT makes a unique contribution to predicting performance when considered alongside other selection criteria.</td>
</tr>
<tr>
<td>• Section 2 correlated most strongly with performance in pre-clinical courses.</td>
</tr>
</tbody>
</table>

**Introduction and context**

The following study was one of the earliest pieces of predictive validity research carried out with BMAT, and provided foundational evidence for use of BMAT in medical student selection (Emery and Bell 2009). This investigated the predictive validity of BMAT (and its predecessor, Medical and Veterinary Admissions Test (MVAT)) in the first four years of use as a selection tool at the medical school of the University of Cambridge. Outcome variables investigated were first and second year medical school performance (both examination marks and examination classification) in four individual cohorts of students.

BMAT was introduced in order to address several problems that University of Cambridge’s medical school was facing. Firstly, the applicant pool comprised students with very high, but similar levels of prior academic achievement (A Level grades or equivalent), making it difficult to distinguish between applicants. In addition, there were other problems with reliance on prior school achievement as a selection criterion, such as the need to consider non-UK applicants, the attainment advantage of those attending private schools, the poorer performance of various social groups and the fact that only predicted A Level grades are available at the time of application. BMAT was used as an *additional* source of information to help selectors differentiate between those with the high prior attainment and to compare students from different educational backgrounds and countries.

With such strong competition for places, it is important to establish that a selection measure has predictive validity if test takers and institutions are to have faith in its fitness for purpose. The aim of this study was therefore to determine whether BMAT scores were a significant predictor of early medicine course performance (science-based examinations) in four cohorts of students who were all admitted with the highest A Level grades possible at
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the time. If selection test scores can significantly predict course performance in students admitted with uniformly high A Level grades (or significantly predict course performance after controlling for A Level grades) then they are a useful addition to the selection process and will be beneficial in increasing student success rates (Kuncel, Hezlett and Ones 2001). The magnitude of the predictive relationships and their variability over course components and cohorts was investigated, given that this appeared to be a typical finding elsewhere (Julian 2005). Whether BMAT Section 1 or Section 2 showed the stronger predictive relationship with course examinations was also of interest.

Research questions

1. Does BMAT significantly predict end of Year 1 and Year 2 examination performance in four cohorts of students entering the medicine course at the University of Cambridge?  
2. What is the relative magnitude of the predictive relationship for Sections 1 and 2 of the test?

Data collection and analysis

The medicine course at the University of Cambridge is a ‘traditional’ (rather than ‘integrated’) course in that it consists of three years of pre-clinical study followed by three years of clinical training. The first two years are heavily science based. For the cohorts in this research, students completed three core first year courses and four core second year courses, each assessed in examinations at the end of the academic year. The examinations each consisted of a mixture of short-answer, essay and multiple-choice questions based on lecture and practical material. Third year outcome data was pass/fail in nature (and composed of a large number of course options not necessarily related to medicine) and so was not included in the study. Pre-clinical course examinations were the focus of this study as BMAT focuses on academic readiness for demanding science-based study and not clinical skills/fitness to practice.

Scores for Sections 1 and 2 of the test correlated at around 0.4 in these cohorts (as they do in general). It should be noted that Cambridge Assessment did not mark Section 3 prior to 2004 and the University of Cambridge did not use BMAT Section 3 (Writing Task) scores in selection in these test years (2000–03), instead considering candidates’ responses as a qualitative piece of evidence and to promote discussion during the interview. Thus, Section 3 scores were not analysed in this study. No BMAT cut-score was applied as a hurdle to the interview stage for these cohorts of applicants, meaning that a full range of BMAT scores was technically possible.

---

5 BMAT was known as MVAT prior to 2003 so the first three cohorts in this study sat MVAT rather than BMAT.
Examination data for the first and second years of the medicine course was supplied by the University of Cambridge and matched to students’ MVAT/BMAT results. Examination data consisted of a total (percentage) mark for each course component plus an overall (percentage) mark and examination classification for each year. First year examination classes were, in descending order of merit: 1st, 2nd, 3rd, Fail. Second year examination classes further subdivided the 2nd class into higher and lower categories. Attrition rates are very low at this institution and numbers were too small to permit its analysis for these cohorts. Around one fifth of each first year cohort and one sixth of each second year cohort was awarded a 1st class.

Numbers of students with complete data in each cohort were 255, 250, 247 and 250, respectively. A small number of students in each cohort could not be matched to MVAT/BMAT results. Fewer than 10 students in each cohort were aged over 21 at the time of course entry. Students gave permission for their examination and test scores to be used for research purposes when registering for the test and data was anonymised after matching. The four cohorts were analysed separately.

Pearson correlations were employed with the examination marks data, which were continuous and normally distributed. Upward adjustments of the correlation coefficients for range restriction were not applied because the complexity of the selection process, a compensatory mixture of qualitative and quantitative information, made them inappropriate (Sackett and Yang 2000). Raw, uncorrected correlation coefficients were therefore presented throughout the results. Logistic regression analyses were employed with the examination classifications in each year, modelling the probability of achieving a 1st class result as a function of BMAT Section 1 and BMAT Section 2 scores.

A Level grades could not be included as an additional predictor variable in this study as there was a ceiling in grades for the cohorts included. A Level grades AAA were required for course entry for these cohorts, which was the maximum attainable outcome at the time (prior to the introduction of the A* grade in 2010).

Results
The score distributions of those offered a place versus those rejected in each cohort shows that those who received an offer had a higher mean and narrower range of test scores than those who were rejected but there was considerable overlap in their distributions. A number of applicants with relatively low test scores were offered a place each year and a number of high scorers rejected due to the compensatory nature of the selection process.
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1. Correlations with course examination marks

Table 6.2 displays the Pearson correlation coefficients between MVAT/BMAT scores and the Year 1 and 2 examination marks. It can be seen that the strength of the relationships varied across the cohorts and course components but they were consistently stronger for Section 2 of the test (Scientific Knowledge and Applications) than for Section 1 (Aptitude and Skills) in these students. The majority of coefficients for Section 2 fell within the ‘very beneficial’ range (above 0.35) or the ‘likely to be useful’ range (above 0.21). Correlation coefficients were slightly weaker for the second year examinations, an outcome expected given that predictive relationships typically weaken with increasing time intervals (Julian 2005). The exception was Section 1 for the BMAT 2003 cohort, which correlated more strongly with their second year examination performance.

Table. 6.2 Pearson correlation coefficients between BMAT scores and examination performance

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Homeostasis</th>
<th>Molecules in medical science</th>
<th>Functional architecture of the body</th>
<th>Total mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVAT 2000</td>
<td>0.22***</td>
<td>0.27***</td>
<td>0.19***</td>
<td>0.24***</td>
</tr>
<tr>
<td>MVAT 2001</td>
<td>0.19**</td>
<td>0.17**</td>
<td>0.12**</td>
<td>0.18**</td>
</tr>
<tr>
<td>MVAT 2002</td>
<td>0.18**</td>
<td>0.22***</td>
<td>0.14*</td>
<td>0.19***</td>
</tr>
<tr>
<td>BMAT 2003</td>
<td>0.1</td>
<td>0.12*</td>
<td>0.11*</td>
<td>0.13*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Biology of disease</th>
<th>Human reproduction</th>
<th>Neurobiology and human behaviour</th>
<th>Mechanisms of drug action</th>
<th>Total mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVAT 2000</td>
<td>0.15**</td>
<td>0.13*</td>
<td>0.18**</td>
<td>0.24***</td>
</tr>
<tr>
<td>MVAT 2001</td>
<td>0.12*</td>
<td>0.09</td>
<td>0.11</td>
<td>0.19***</td>
</tr>
<tr>
<td>MVAT 2002</td>
<td>0.20***</td>
<td>0.12*</td>
<td>0.04</td>
<td>0.22***</td>
</tr>
<tr>
<td>BMAT 2003</td>
<td>0.17**</td>
<td>0.20***</td>
<td>0.24***</td>
<td>0.16**</td>
</tr>
</tbody>
</table>
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Table. 6.2 (continued)

Section 2 – Scientific Knowledge

<table>
<thead>
<tr>
<th>Year 1 examination components</th>
<th>Cohort</th>
<th>Homeostasis</th>
<th>Molecules in medical science</th>
<th>Functional architecture of the body</th>
<th>Total mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVAT 2000</td>
<td>0.45***</td>
<td>0.41***</td>
<td>0.40***</td>
<td>0.44***</td>
<td></td>
</tr>
<tr>
<td>MVAT 2001</td>
<td>0.28***</td>
<td>0.35***</td>
<td>0.26***</td>
<td>0.26***</td>
<td></td>
</tr>
<tr>
<td>MVAT 2002</td>
<td>0.46***</td>
<td>0.41***</td>
<td>0.41***</td>
<td>0.45***</td>
<td></td>
</tr>
<tr>
<td>BMAT 2003</td>
<td>0.28***</td>
<td>0.27***</td>
<td>0.16**</td>
<td>0.26***</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year 2 examination components</th>
<th>Biology of disease</th>
<th>Human reproduction</th>
<th>Neurobiology and human behaviour</th>
<th>Mechanisms of drug action</th>
<th>Total mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVAT 2000</td>
<td>0.38***</td>
<td>0.34***</td>
<td>0.35***</td>
<td>0.36***</td>
<td>0.26***</td>
</tr>
<tr>
<td>MVAT 2001</td>
<td>0.29***</td>
<td>0.24***</td>
<td>0.24***</td>
<td>0.31***</td>
<td>0.18**</td>
</tr>
<tr>
<td>MVAT 2002</td>
<td>0.40***</td>
<td>0.17**</td>
<td>0.24***</td>
<td>0.42***</td>
<td>0.23***</td>
</tr>
<tr>
<td>BMAT 2003</td>
<td>0.23***</td>
<td>0.22***</td>
<td>0.27***</td>
<td>0.23***</td>
<td>0.25***</td>
</tr>
</tbody>
</table>

Note: * p < 0.05, ** p < 0.01, *** p < 0.001


2. Prediction of high examination attainment (1st class)

The logistic regression plots in Figure 6.7 show the probability of achieving a 1st class examination outcome in Years 1 and 2 as a function of students’ MVAT and BMAT scores. The x axes cover the actual range of scores achieved by each cohort. The steeper the curve, the stronger the predictive relationship (a horizontal function indicates no predictive relationship). Figure 6.7 shows that students’ Section 2 (Scientific Knowledge and Applications) scores strongly predicted their probability of achieving a 1st class outcome in Year 1 and continued to significantly predict this in Year 2. Again, the plots suggest that relationship was stronger for Section 2 of the test in these cohorts (functions are consistently steeper than for Section 1). That is, an increase in Section 2 scores had the greater impact on the probability of achieving this outcome than did an increase in Section 1 scores. Note that the lowest Section 2 scores were associated with a very low probability of achieving a 1st class outcome in both years of the course. Odds ratios show the change in odds for every one point increase in scores on the x axes.
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Discussion

The results of this early study into the predictive validity of BMAT support the utility of the test for medical student selection. Correlations with examination marks compare favourably with those reported for the US Medical College Admission Test (MCAT), e.g. Julian (2005), particularly given that there is very little variability in prior attainment in this case because A Level grades were at a maximum in these four cohorts. This indicates that the test has incremental validity on top of prior academic achievement. Students who were accepted onto the course with low test scores, particularly on Section 2 (Scientific Knowledge and Applications), were unlikely to achieve the highest examination class. BMAT therefore appears to fulfil its purpose in identifying valid differences in the thinking skills and scientific reasoning
of those with the highest possible A Level grades: differences that relate to future course performance (i.e. potential for biomedical study).

The correlations presented here are likely to be underestimates of the true predictive validity of BMAT. This is because correlations are attenuated for any criterion that counts towards selection due to the narrowing of score ranges (we cannot know how applicants rejected with low scores would have gone on to perform). Despite the lack of a cut-score at this institution and cautious use of the test in its earliest years, the scores of the accepted applicants showed a restricted range. The effects of compensatory selection on hampering the predictive relationship (i.e. the notion that accepted low scorers are likely to be atypically able) must also be kept in mind. The variation in the strength of correlations between cohorts even at the same institution is a typical finding (Julian 2005). For this reason, caution should always be exercised in citing a single number as a test’s predictive validity coefficient.

Most of the correlations for Section 1 (Aptitude and Skills) were statistically significant but correlations were consistently stronger and logistic regression functions steeper for Section 2 (Scientific Knowledge and Applications) of the test in these cohorts. The findings from this early study are in line with many subsequent studies on the predictive validity of BMAT, which have also shown that Section 2 has stronger predictive validity. This finding also agrees with reported findings regarding the predictive validity of A Level chemistry and biology for early medicine course performance (e.g. McManus et al 2005). Stemler (2012) proposes predictive validity be tied to both domain-specific ability and domain-general ability. While Sections 1 and 3 in BMAT test domain-general ability (critical thinking skills and writing ability) and Section 2 assesses domain-specific ability (scientific reasoning), the criterion used for establishing predictive validity (course marks) is based on performance in pre-clinical courses, which is generally a measurement of domain-specific achievement. While the development of critical reasoning and problem solving skills is a common aim of medical education, a ubiquitous problem in establishing the predictive validity of critical thinking skills tests is that it is a domain-general ability that is rarely assessed within higher education (Stemler 2012).

Scientific reasoning with subject-specific knowledge (as assessed in BMAT Section 2) may predict course performance well because it additionally assesses motivation and interest in the area (Kuncel et al 2001, McManus et al 2005). A high BMAT Section 2 score suggests that a candidate thoroughly understands the scientific basics that underpin medical study and it is perhaps unsurprising that a poor score here is associated with a very low chance of obtaining the highest examination class.

It is widely accepted that there is much more to being a good doctor than academic success. However, success in science-based examinations is a necessary factor for progression to clinical training and a medical career regardless
of whether it is sufficient for becoming a good doctor. It is the former and not
the latter that BMAT aims to predict.

**Summary of other relevant research**

Cambridge Assessment has continued to investigate the predictive validity of
BMAT for performance on medicine and veterinary medicine courses at the
institutions using the test. This is particularly important to new institutions
and courses adopting the test. In summary, the strength of the predictive
relationship between BMAT scores and course performance varies between
institutions, courses and cohorts. This variation may be explained by differ-
ences in how BMAT is used at different institutions, and aspects of the educa-
tional context that vary between and within courses. However, correlations
are typically positive, with both Sections 1 and 2 of the test significantly pre-
dicting early course examination performance.

Results for Section 3 (Writing Task) are more mixed with regard to early
course performance. In some cases, a relationship between BMAT Section 3
scores and indicators of course performance have not been observed, whereas
in others Section 3 scores have been the strongest predictors of performance.
Unsurprisingly, our findings indicate that Section 3 scores are more likely to
correlate with modules assessed using written components, even where they
do not correlate with overall course performance. This suggests it is useful
to consider the content of course modules and how they are assessed, when
interpreting observed relationships. Studies investigating criterion-related
validity of BMAT in undergraduate courses, graduate-entry courses, and
using A Level performance as a criterion are presented in the next sections.

**Undergraduate course performance**

Whilst BMAT Section 2 tends to be the most consistently strong predictor of
undergraduate course performance, this is not the case at all institutions and
courses, or for all cohorts. For instance, Emery (2007a) showed an equally
strong predictive relationship for both Sections 1 and 2 of BMAT for the
University of Cambridge’s 2004 veterinary medicine course but, in the fol-
lowing cohort (Emery 2007b), Section 2 was the stronger predictor of Year
1 course performance. As described in more detail below, Section 2 was not
found to predict course performance in a graduate-entry medicine course
(Devine and Gallacher 2017). In one institution, the Writing Task (Section
3) emerged as the strongest predictor of performance in two BMAT cohorts,
with significant correlations in the range of 0.171 to 0.343 (e.g. Scorey 2009a).

Scorey (2009b) conducted predictive validity analysis of BMAT for under-
graduate medicine performance at University College London (UCL), using
successful applicants from the BMAT 2003–07 cohorts. BMAT had been
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used for selection purposes during these years, so direct range restriction was likely to have weakened the observed correlations. These analyses found that Section 3 scores significantly predicted early course performance (individual exam components as well as aggregate marks) in the 2004 and 2007 BMAT cohorts (correlations between 0.114 and 0.173). Moreover, Section 3 significantly predicted the probability of failing the second year of the course in the 2004 cohort; that is, as Section 3 scores increased, the probability of failing the course decreased. It should be noted that this study also revealed that Sections 1 and 2 predicted course performance in several BMAT cohorts and correlations tended to be stronger than the Section 3 correlations (correlations up to 0.254); however, there was some variation in correlation strength across all cohort and course year combinations.

Although such variation is a typical finding in predictive validity research, the reasons for these differences are difficult to establish. Differences in course content, teaching and examinations, and the ways scores are used in selection, will affect the nature of the predictive relationship but, for different cohorts on the same course, characteristics of the cohorts themselves or the way in which they were selected may be responsible for the observed differences.

Of particular note are the plots in Figure 6.8 (from Emery 2007b). In this cohort, unusually, there were sufficient numbers to permit analyses predicting a poor Year 1 medicine course examination outcome. In these analyses, students attaining a 3rd class result, failing the examinations or having left the course were categorised together (N = 20). It can be seen that, whilst BMAT Section 1 scores had little impact on the probability of this outcome (the x axes cover the score ranges of those who entered the course), students who were admitted onto the course with a low BMAT Section 2 score had a

Figure 6.8 Logistic regression functions showing the probability of achieving a poor examination outcome in Year 1 as a function of BMAT Section 1 and 2 scores (Emery 2007b)
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high probability of a poor examination outcome. Those who were admitted with a BMAT Section 2 score of 5.0 or more had a very low probability of this poor outcome. This is an important finding given that all those admitted had achieved the maximum possible A Level grades in sciences prior to course entry.

Graduate-entry medicine

Cambridge Assessment Admissions Testing also investigates the predictive validity of BMAT for accelerated (graduate-entry) medicine course performance. More than a dozen UK universities offer accelerated (4- or 5-year) medicine courses for graduates with a degree in a scientific discipline; BMAT is currently used by three medical schools for graduate-entry selection. Graduate-entry courses also receive a large number of applications and the selection process is highly competitive. BMAT is a useful selection tool in the graduate-entry context because applicants have widely varying educational backgrounds and thus, are likely to have varying levels of foundational knowledge across the physical and biological sciences. An admissions test such as BMAT also allows broader access to graduate-entry medicine courses. For example, the additional information provided by BMAT enables admissions tutors to consider applicants from ‘non-traditional’ backgrounds, graduates from disciplines other than biosciences, and applicants who may be ‘late developers’ (i.e. with poorer A Level results but with a good degree classification). BMAT provides a common point of comparison between applicants from diverse backgrounds.

Recent analysis investigated the predictive validity of BMAT for graduate-entry medicine performance at the University of Oxford (Devine and Gallacher 2017), where shortlisting was done through grading of the applications by college and faculty tutors, with BMAT scores used only to differentiate candidates on the borderline of the shortlist; however, the score distributions indicated indirect range restriction of BMAT scores in the pool of shortlisted applicants. At Oxford, the preliminary examinations in medicine for graduates are made up of core and clinical examinations (awarded with a pass or fail), and five extension modules (awarded with percentage marks). In Devine and Gallacher’s analysis, the five extension modules were included as outcome variables. Section 1 scores predicted average performance on the extension modules and correlated with performance on two course modules (correlations between 0.184 and 0.344). Section 3 (quality of content) scores were also found to correlate significantly positively with performance on the extension modules (correlations between 0.289 and 0.331). However, no significant correlations emerged between Section 2 scores and performance on the extension modules.

It is unclear why Section 2 scores did not correlate with performance on the extension modules in this cohort but it may be that knowledge of the
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secondary education level science curriculum has been replaced with more relevant biomedical knowledge from candidates’ undergraduate degrees. That is, some graduate-entry applicants may not perform well on Section 2 if they can no longer recall the foundational knowledge, but may be able to learn medical knowledge more easily than expected due to knowledge gained during their undergraduate degree programme. This would reduce the strength of the relationship between Section 2 and course performance. Further work is needed to investigate this null finding, including analysis of performance on the core examination, which, due to its focus on basic facts and principles may have a stronger relationship with Section 2.

Nonetheless, the significant positive relationships between the other two BMAT sections and course performance suggest BMAT scores are likely to be useful for selection to graduate-entry medicine. In particular, the significant relationships identified between Section 3 scores and performances on the extension modules were encouraging, because scores from written essay tests have typically varied in their relationships with performance in medical study. For example, research looking at the essay component of the old (1992–2012) MCAT showed that writing section scores correlated only with some outcome variables, leading Hojat, Erdmann, Veloski, Nasca, Callahan, Julian and Peck (2000) to conclude that written communication skills are more closely associated with clinical practice than with achievement in the basic sciences.

A Level performance as a criterion

The criterion validity of BMAT with A Level outcomes has been investigated by Cambridge Assessment researchers (Emery 2007c). Given that only predicted A Level grades are available at the time of university application for most, selectors generally rely upon teachers’ predictions for the majority of candidates. It is therefore of interest to stakeholder institutions if BMAT scores are correlated with outcomes at A Level, particularly to prevent places being offered to candidates who are unlikely to make the minimum grades required for entry. Whether BMAT scores correlate with two different A Level outcomes in a cohort of applicants (N = 460) was explored. These two outcomes were: the highest possible A Level outcome at the time of the study (grades AAA), and a poor outcome (failure to achieve the minimum offer grades of BBB). Correlations between BMAT scores and A Level points (a continuous variable) were also carried out.

Correlations between BMAT scores and A Level points in the applicant group were 0.36 for Section 1, 0.36 for Section 2 and 0.26 for Section 3. All three BMAT sections also showed a strong positive relationship with the probability of achieving grades AAA in the applicant group (the probability being under 0.2 in applicants with Section 1 and 2 scores of around 3.0, compared to around 0.7‒0.8, respectively, in those with Section 1 and 2 scores of approximately 6;
the probability was around 0.3 for a Section 3 score\textsuperscript{6} of 4.5, compared to 0.6 for a score of 10.5). Importantly, BMAT Section 2 scores were a particularly strong predictor of failing to achieve at least grades BBB at A Level in the applicants who had been made an offer of a place conditional upon achieving these grades. It is particularly encouraging that all three sections were predictors of this outcome; Section 2’s is perhaps unsurprising, given that applicants to biomedical school typically study two or more sciences at A Level.

Of the 178 candidates who had been made a conditional offer, 32 were rejected due to not achieving the BBB A level grade requirement. Those scoring around 3.0 on BMAT Section 2 had over a 0.5 probability of rejection at this late stage whereas those scoring around 5.0 had only a tenth of that probability (see Figure 6.9).

The use of BMAT scores as a potential early indicator of A Level performance is likely to become increasingly important given the proposed discontinuation of A Levels in their current form, which will increase universities’ reliance on predicted A Level grades.

\textbf{Figure 6.9} Logistic regression function showing the probability of a late rejection (failure to achieve A Level grades BBB) as a function of BMAT Section 2 scores (from Emery 2007c)
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\textbf{6.4 Chapter summary}

In this chapter we outlined the importance of showing a relationship between test scores and other variables (criterion-related validity). We have detailed

\textsuperscript{6} Emery (2007c) was conducted when Section 3 scores were awarded on a scale from 1 to 15.
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the difficulties and limitations that are inherent to this field and outlined the approach adopted by Cambridge Assessment Admissions Testing with regard to measuring and reporting criterion-related validity.

For assessments used in selection such as BMAT, the relationship we are interested in primarily is with the future outcome that the test score is designed to predict (predictive validity). However, the relationship of BMAT with an outcome variable such as A Level performance may be considered predictive or concurrent depending on the intended use of BMAT scores in the selection process. We advocate a theoretical approach to the selection of outcome criteria and typically use measures of academic performance on biomedical courses (such as GPA) as criterion variables in our predictive validity studies. As predictive relationships are likely to be attenuated by range restriction, confounds on the outcome variables and the compensatory nature of the selection process, predictive validity is ideally measured during a pilot year for which BMAT scores are not considered in the selection process. However, where this is not possible we interpret uncorrected raw correlation coefficients according to recommended guidelines and take into account the selection criteria used by medical schools. This chapter also considered issues around the collection and collation of data, in particular the merits and limitations of multi-cohort and single-school studies. Predictive equity was discussed as an element of criterion-related validity that linked to consequential validity and test taker characteristics, which are covered in other chapters of this volume.

Finally, we described predictive validity work carried out on BMAT by Cambridge Assessment Admissions Testing. The studies presented in this chapter were conducted in collaboration with medical schools using BMAT as part of their admissions procedures. The results present good evidence of BMAT’s predictive validity, demonstrating that scores on the test add value to biomedical admissions processes. Further work on the magnitude of some relationships between course components and specific test sections would add to this evidence, particularly for Section 3. The positive relationships identified so far are observable in single-site studies, despite the theoretical and methodological difficulties that attenuate observed correlations. Therefore test users can expect a degree of correlation between performance on BMAT and subsequent on-course performance.
Chapter 6 main points

• Tests used for selection are conceptualised as predictors, so predictive validity is more commonly investigated than concurrent validity in admissions testing.
• A range of issues weaken the relationships observed in predictive studies; so understanding the selection processes that were used can aid interpretation of results.
• The strength of predictive relationships between BMAT scores and course performance varies between institutions, courses and cohorts.
  • BMAT shows predictive validity across a range of courses and contexts, although the strength of correlations varies.
  • BMAT Sections 1 and 3 predict course outcomes in graduate entry into medicine.
  • BMAT predicts the likelihood of a student achieving their predicted A Level grades.
• Test users can expect positive correlations between BMAT scores and subsequent on-course performance, and also with likelihood to meet A Level offers.
• Future research may investigate concurrent validity in admissions tests, if suitable competency frameworks are developed.
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