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Series Editors’ note

Qualitative approaches to language test validation are now making a
significant impact on the field of language testing. We have tried to emphasise
the important role such approaches can play in the Studies in Language
Testing series, most specifically in this volume which focuses on the area of
oral assessment, and in volume 5 authored by Alison Green entitled ‘Verbal
protocol analysis in language testing research: a handbook’.

We are pleased to be able to publish this volume by Anne Lazaraton, who
has been working closely with staff at UCLES for the last ten years. Her
contributions to the work of UCLES EFL have not only been stimulating in
the academic sense but have also made a very valuable contribution in
practical and extremely important ways. They have, for example, helped
UCLES staff in the development and revision of speaking tests not only in
relation to content but also in the procedures needed to monitor and evaluate
how oral assessments are carried out.

Direct oral assessment is one of the cornerstones of the UCLES approach
to language testing. However, it is well known that direct assessment is
fraught with difficulties. At UCLES we believe it is important that we work
towards a better understanding of these difficulties and seek to manage and
control them in the most effective way. The Performance Testing Unit, part of
the Research and Validation Group within the UCLES EFL Division is
specifically charged with conducting research, and co-ordinating the research
of others to further our capability to carry out direct assessment in speaking
and writing most effectively. The task is on-going but we can see clearly how
the quality of our assessments have improved over the years and continue to
do so.

Professor Lazaraton’s research, related to Cambridge EFL examinations,
has engaged with a number of assessments and has built on work conducted
by the UCLES EFL Division. Between 1990 and 1992 she worked closely
with the UCLES team on the Cambridge Assessment of Spoken English
(CASE). This assessment was developed largely as a research vehicle and
Professor Lazaraton’s work focused on using a qualitative discourse analytic
approach to further understanding of the speaking test process with particular
reference to the role of the examiner. The work subsequently contributed
significantly to the development of monitoring procedures for a wide range of
Cambridge examinations.
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The work on CASE was followed by work on the Certificate in Advanced
English (CAE), situated at level 4 in the Cambridge/ALTE level system.
Specifically this research was intended to evaluate interlocutor adherence to
the CAE interlocutor frame and analyze interlocutor speech behaviour, which
led to the development of the CAE Examiner evaluation template. Professor
Lazaraton then conducted similar work in relation to the Key English Test
(KET) at level 1 in the Cambridge/ALTE level system and comparative
research across the two levels.

Professor Lazaraton also carried out a number of studies that focus on
candidate behaviour, as opposed to examiner behaviour, in speaking tests.
This work focused on CAE, the First Certificate in English (FCE) and The
International English Language Testing System (IELTS). The work on
candidate behaviour started with a CAE study that was followed by one on
FCE, the most widely taken UCLES EFL examination. Professor Lazaraton
investigated the relationship between the task features in the four parts of the
FCE Speaking test and candidate output in terms of speech production. The
project has helped to provide data for the possible development of a task
specific rating scheme for FCE. In 1997 Professor Lazaraton was asked to
work on IELTS again with particular reference to candidate language. This
work made a valuable contribution to the revision of the IELTS Speaking Test,
which was introduced in 2001.

Anne Lazaraton has always understood the tensions that exist between
researching issues in language testing and delivering reliable and valid
language tests. While situated firmly on the research end of the language
testing continuum, her energy, enthusiasm and openness have meant that
she has been able to share much of enormous value with us. Her work
emphasises the value of building research into the on-going validation and
improvement of language testing tools and procedures leading to assessments
of enhanced quality.



Preface

Language testers have generally come to recognize the limitations of
traditional statistical methods for validating oral language tests and have
begun to consider more innovative approaches to test validation, approaches
that promise to illuminate the assessment process itself, rather than just
assessment outcomes (i.e., ratings). One such approach is conversation
analysis (or CA), a rigorous empirical methodology developed by
sociologists, which employs inductive methods in order to discover and
describe the recurrent, systematic properties of conversation, including
sequential organization, turntaking, repair, preference structure, and topic
management. CA offers a systematic approach for analyzing spoken
interaction from a qualitative perspective, allowing one to make observations
about a stretch of talk while at the same time interacting with it. One of its
unique strengths as an analytic tool is its ability to validate intuitions about
data; in terms of oral test validation, the results that emerge from such
analyses make sense not just to researchers who undertake them, but to the
test stakeholders, including those who develop, administer, and validate the
tests, as well as the teachers who prepare the students who take the tests. In
recent years, conversation analysts have turned their attention to various forms
of ‘institutional talk’, including news interviews, job interviews, and
standardized testing; CA has also been applied successfully to several EFL
Speaking Tests by this author. Unfortunately, conversation analysis principles
and techniques remain unfamiliar to many applied linguists, and this lacuna in
understanding makes communication about such analyses and their
applications to language testing difficult, if not impossible. This book aims to
provide language testers with a background in the conversation analytic
framework and a fuller understanding of what is entailed in using
conversation analysis in the specific context of oral language test validation.

It is important to note that one cannot ‘learn to do’ conversation analysis by
reading about it, although one may learn a great deal about its principles and
methods from this book. Although not a ‘how-to’ text, practice analysis
exercises are provided which enable the reader to become familiar with the
conversation analytic data transcription system, and to have an opportunity to
view and to analyze authentic oral test data and anecdotal accounts of them
using the procedures described.

Xi
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Chapter 1 overviews the recent accomplishments and current concerns of
language testers, especially with respect to oral language assessment. It
highlights some of the outcome-based work on speaking test validation, but
suggests that this work has not, and in fact, cannot, shed light on the
assessment process itself; qualitative research, especially discourse analysis,
seems an especially well-suited approach for this task. The chapter concludes
by reviewing a number of recent discourse-based studies on oral assessment.

Chapter 2 summarizes relevant literature on the conversation analytic
framework, focusing on the organizing principles of interaction (turntaking,
repair, sequence structure, preference structure, topic organization), the
methodological considerations of the approach (including the analytic units
‘turn’, ‘adjacency pair’, and ‘sequence’), its application to other forms of
interaction (specifically, ‘institutional talk’), and some potential shortcomings
of the approach. Since one of the major goals of the text is to introduce readers
to the historical roots, empirical findings, and current concerns of CA,
numerous original sources are summarized and cited, so the reader can follow
up on these topics.

The third chapter focuses on the initial stages of undertaking conversation
analysis, including data collection, selection, and transcription. A number of
points to consider when collecting data for a conversation analysis of
speaking test data are made, including the type of equipment to use,
camera/tape player set up, participant configuration, etc. This section also
covers issues related to the potential intrusiveness of recording equipment and
its effects on candidate and examiner performance. Additional suggestions are
made about how much data to collect to ensure that a sufficient sample will
be available for analysis. Also, criteria for selecting a sample for analysis are
presented, if it is unfeasible, difficult, or impossible to transcribe and/or use
all the data collected.

With respect to transcription, some philosophical issues in the
representation of speech are noted: e.g., that any transcription system is
selective in scope, and a ‘perfect’ transcript cannot be produced. Although
there are numerous transcription schemes available to the researcher, the
preferred conversation analytic system devised by Gail Jefferson (as in
Atkinson and Heritage 1984; see Appendix 2) is presented. Tips for selecting
transcribing equipment, setting up the page format, using the notation, and
adapting the transcription system are put forward. Ideally, it is the researcher
who produces the transcripts, since the analysis really begins in earnest with
the emerging transcript at this point in the research cycle. It is also important
to remember that the analyst should not rely on a reading of the transcript
alone, since transcripts are always an imperfect reflection of how the actual
interaction ‘sounds’; they should always be used in conjunction with the tapes

Xii



Preface

from which they were transcribed. Finally, it is at this stage that previously
formulated research questions may take shape, may be discarded as
uninteresting, or may suggest new avenues of inquiry to pursue. Because it
may be necessary to hire a transcriber, training issues are discussed. This
section also deals with transcribing and representing languages other than
English as well as nonverbal behaviour.

Chapter 4 covers issues related to the analysis and presentation of speaking
test data, once they have been collected and transcribed. The chapter begins
by considering six methodological decisions the conversation analyst
generally makes: using real, recorded data; segmenting the discourse into
turns; looking at data in an unmotivated fashion; analyzing single cases,
collections, and deviant cases; overlooking sociological variables; and
refraining from coding and counting the data. CA insists on the use of real,
recorded data, so that discourse produced in experiments or verbal protocols,
and examples that are created or recalled from memory, have no place in this
approach. Unlike some other discourse analytic approaches, conversation
analysis operates at the unit of the turn, the adjacency pair, and the sequence,
as discussed in Chapter 2. Conversation analysts normally eschew the explicit
statement of research questions and/or hypotheses, although the researcher
may have in mind some general areas of interest that the data may inform and
some intuitions about potential outcomes of the analysis. One reason that
formal questions are not normally posed before the data are collected is that
preconceived ideas may cause the researcher to overlook other interesting or
relevant features of the talk. Even if the analysis is intended to replicate a
previous one, care must be taken not to be forced into a priori interpretations
which were gleaned from another context. The conversation analyst engages
in ‘single case analysis’ with an eye towards developing a collection of
standard, marginal, and deviant case examples. Like other forms of qualitative
research, CA can best be described in terms of a recursive analytic cycle
rather than a linear approach. A solid analysis requires and is based on
repeated, prolonged engagement with the conversational materials. Two
related issues are covered in this section, the use of coding schemes and the
quantification of data. As a rule, conversation analysts do not apply existing
discourse analytic coding schemes to their data, although they do attempt to
use knowledge gained from related studies (within the same analytic
framework) to understand some new data. Secondly, conversation analysts do
not quantify their data to determine frequencies, proportions, ratios, or other
descriptive statistics that may seem useful or necessary. The justification for
this stance is summarized from an important paper by Schegloff (1993) on
this issue.

Xiii
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The second section of the chapter deals with actual analysis of speaking
test data. First, five ‘analytic tools’ suggested by Pomerantz and Fehr (1997)
are presented and exemplified with two data fragments. These tools include
practice in identifying the boundaries of interesting sequences, characterizing
the actions being accomplished by each turn in the sequence, determining
how patterns of turntaking, packaging of actions, and timing of turns lead the
participants (and the analyst) to certain understandings about what is ‘going
on’ in the sequence, and relating these understandings to the particular roles,
relationships, and identities that participants bring to the interaction. Then,
several approaches to analyzing monologic data, where the speech of only one
speaker is available or of importance, are illustrated. These approaches
include rhetorical analysis of narratives and descriptions, functional analysis
of a comparison—contrast task, and a structural analysis of linguistic features.

Once the researcher has undertaken an analysis, it is presented in the form
of ‘argument from example’, a procedure which is defined and justified.
Decisions need to be made about how to present the data to others who may
or may not be familiar with transcribed spoken data, or with the particular
form the transcribed data take. Sufficient sequential context for the feature of
interest is necessary; it is unwise to shorten segments of talk to save space, if
relevant analytic material is omitted. The sheer amount of data produced in
conversation analysis (and in qualitative research in general) challenges the
researcher to select data judiciously for presentation (unless, of course, the
researcher has the luxury of being able to present all of them). Suggestions for
selecting cases for presentation, formatting a research report, and evaluating
other CA studies are made. The chapter concludes with five practice exercises
based on actual data fragments that are either interactive or monologic.
Appendix 3 contains guidance for approaching these problems.

Having laid the analytic foundation in previous chapters, Chapter 5
describes several EFL Speaking Test validation studies that employed
conversation analytic techniques. After a brief review of Messick’s theory of
test validity, the Cambridge approach to EFL Speaking Tests is overviewed,
followed by a series of validation studies that are summarized in terms of their
goals, methods, results, and implications. The first set of studies analyses
examiner behaviour in particular Cambridge EFL Speaking Tests (CASE,
CAE, and KET), while the latter analyzed candidate behaviour on FCE
and IELTS.

The final chapter reiterates the themes presented in the book, re-evaluates
the potential contribution of conversation analysis to speaking test validation,
and discusses other qualitative methods which are potentially appropriate for
test validation tasks.
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Introduction

From its historical roots in the United Kingdom in 1913, and later in 1930 in
the United States, the testing of English for speakers of other languages has
become what we think of as modern language testing today (see Spolsky
1990, 1995 for a detailed examination of this topic). Bachman (1991), among
others, has argued that language testing as a discipline has come of age within
applied linguistics, as evidenced by its achievements — its attention to
theoretical issues, including theories of language ability and the effects of test
method and test taker characteristics, its methodological advances in
psychometrics as well as statistical analyses (see Bachman and Eignor 1997),



1 Oral language assessment and conversation analysis

and its impact on test development, particularly communicative testing. The
language testing community now has its own refereed international journal,
Language Testing, several international conferences, such as The Language
Testing Research Colloquium (LTRC), and has published numerous books on
language testing written for the teacher (e.g., Bachman and Palmer 1996;
Cohen 1994; Underhill 1987) and for other language testers (e.g., Bachman
1990; McNamara 1996; and the books in this series, Studies in Language
Testing).

However, as Bachman (1991) points out, there are other areas in language
testing in which further progress is needed. For example, the interface
between second language acquisition (SLA) and language testing is not as
strong as it could be (see for example, Bachman 1989; Shohamy 1994a;
Swain 1993; Upshur and Turner 1999; and Valdman 1988). Additionally, we
have only begun to see work on the role of technology in language testing,
such as computers (see Brown 1997), and speech recognition technology (as
in the PhonePass™ examination, www.ordinate.com). The ethics of language
testing is also a topic of current interest (see, for example, the special issue of
Language Testing, Ethics in Language Testing, Volume 14, 3, 1997). But as
far as I am concerned, the most important development in language testing
over the last ten or so years is the introduction of qualitative research
methodologies to design, describe, and, most importantly, to validate
language tests.

In general, qualitative research has a rather short history in the field of
applied linguistics, which is still trying to grapple with its legitimacy (see
Edge and Richards 1998 on this point). A comprehensive overview of the
methodological features of interpretive qualitative research (especially
ethnography) as it is conceptualized and carried out in applied linguistics can
be found in Davis (1995). Briefly, Davis discusses the important role of
personal perspective in qualitative research, as well as the central focus of
‘grounded theory’, which endeavours to connect ‘a study by describing the
relationships among the various parts, and it provides a theoretical model for
subsequent studies’ (p. 440). Davis also discusses the issue of obtaining
contextualized information from multiple data sources (triangulation) in order
to achieve research credibility. Davis points out that ‘Data analysis generally
involves a search for patterns of generalization across multiple sources of data

. the analytic inductive method used in interpretive qualitative research
allows for identification of frequently occurring events based on the data
themselves. However, assertions should account for patterns found across
both frequent and rare events. For assertions to hold any credibility,
systematic evidence in the form of thick description must be presented in the
research report’ (p. 446). According to Davis, the use of narrative, quotation
from notes and interviews, and transcribed discourse from tapes are all useful
in presenting results. ‘Particular description essentially serves the purpose of
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providing adequate evidence that the author has made a valid analysis
of what the events mean from the perspectives of actors in the events’ (p. 447).
Davis also points out that the generalizability of data patterns can be described
using frequency expressions such as ‘all’, ‘most’, ‘a few’, ‘tended to’, and
‘generally’, simple frequency counts, and inferential statistics.

But in a related article, Lazaraton (1995a) argues that the requirements of
ethnography do not adequately account for the other ten or so qualitative
research traditions in existence, traditions which have different disciplinary
roots, analytic goals, and theoretical motivations. In fact, the guidelines
discussed by Davis do not necessarily apply to other qualitative research
approaches, particularly to qualitative discourse analysis in general, and to
conversation analysis in particular.

The field of education, however, has a fairly long history of embracing
qualitative research techniques, and this may account for the less skeptical
reception of qualitative approaches to language testing in, for example,
bilingual education. As far back as 1983, work was being done on the
assessment of language minority children using ethnographic and discourse
analytic techniques (see Rivera 1983). As Bennett and Slaughter (1983) note,
‘The use of the analysis of discourse as a method of assessing language skills
has very recently gained a high degree of respectability within the field of
language proficiency assessment. The recent upsurge in interest in this area
coincides with an increase in efforts to make basic research applicable to
specific social problems’ (p. 2). Furthermore, according to Philips
(1983: 90), ‘From a methodological point of view, an ethnographic
perspective holds that experimental methodologies can never enable us to
grasp the nature of children’s communicative competence because such
methods, by their very nature, alter that competence. Instead, observation,
participant observation, and interviews are recommended as the research tools
to be used in determining the nature of children’s communicative
competence.’

But it wasn’t until 1984, when Cohen proposed using a specific qualitative
technique, namely, introspection, to understand the testing process, that calls
for a broader range of work in language testing became more frequent
(e.g., Alderson, Clapham, and Wall 1995; Bachman 1990, 1991). Grotjahn
(1986) warned that a reliance on statistical analyses alone will not give us a
full understanding of what a test measures, that is, its construct validity; he
proposed employing more introspective techniques for understanding
language tests. Fulcher (1996a) observes that test designers are employing
qualitative approaches more often, a positive development since ‘many testing
instruments do not contain a rigorous applied linguistics base, whether the
underpinning be theoretical or empirical. The results of validation studies are,
therefore, often trivial’ (p. 228). A new respect for qualitative research as a
legitimate endeavor in language testing can be seen even in unlikely places
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(e.g., Henning 1986 applauds the trend towards more quantitative research in
applied linguistics research articles since quantitative methodology has
‘certain profound advantages’ over other research techniques, and yet, four
years later, Dandonoli and Henning (1990: 21) remark on the ‘fruitful data
which can be obtained from ethnographic and qualitative research’).

Specifically, more attention to and incorporation of discourse analysis in
language test validation is needed (Fulcher 1987; Shohamy 1991). Fulcher
remarks that ‘a new approach to construct validation in which the construct
can be empirically tested can be found in discourse analysis’ (p. 291).
Shohamy believes that tests need to elicit more discourse and to assess such
language carefully, and she mentions conversation analysis specifically as one
tool for examining the interaction that takes place in oral examinations.
Douglas and Selinker (1992: 325) came to a similar conclusion empirically,
in their study of ratings assigned to candidates taking three different
oral examinations: ‘This led us to a validation principle, namely that
rhetorical/grammatical interlanguage analysis may be necessary to
disambiguate subjective gross ratings on tests.’

McNamara (1997: 460) sees much the same need, as he states rather
eloquently: ‘Research in language testing cannot consist only of a further
burnishing of the already shiny chrome-plated quantitative armour of the
language tester with his (too often his) sophisticated statistical tools and
impressive n-size’; what is needed is the ‘inclusion of another kind of research
on language testing of a more fundamental kind, whose aim is to make us
fully aware of the nature and significance of assessment as a social act.’

The remainder of this chapter is devoted to describing the oral language
assessment interview in more detail. First, a definition of an oral interview is
given, followed by a summary of empirical outcome-based studies on oral
assessment. The chapter concludes with a further summary of more recent
discourse-based work on the interview, work which uses the actual talk
produced as the basis for analysis.

Outcome-based research on oral language
assessment

What are language assessment interviews?

There is some variation in terminology associated with language assessment
interviews. Whereas such an encounter may be referred to as an ‘oral
proficiency interview’, this usage can be misleading since the ACTFL OPI,
the Oral Proficiency Interview, is an interview of a distinctive kind.
Sometimes these assessment procedures are called ‘oral interviews’ or
‘language interviews’ as well. He and Young (1998: 10) prefer the term
‘language proficiency interview’ (LPI), which they define as follows:
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‘a face-to-face spoken interaction usually between two participants
(although other combinations do occur), one of whom is an expert
(usually a native or near-native speaker of the language in which the
interview is conducted), and the other a nonnative speaker (NNS) or
learner of the language as a second or foreign language. The purpose
of the LPI is for the expert speaker — the interviewer — to assess the
NNS’s ability to speak the language in which the interview is
conducted. The participants meet at a scheduled time, at a
prearranged location such as a classroom or office in a school, and for
a limited period. In the case of scripted interviews, an agenda
specifying the topics for conversation and the activities to take place
during the LPI is prepared in advance. The agenda is always known to
the interviewer but not necessarily to the NNS. In addition to the
agenda, the interviewer (but usually not the NNS) has access to one or
more scales for rating the NNS’s ability in the language of the
interview.

The Cambridge examinations (on which much of the empirical work
reported in this book is based) are referred to as Speaking Tests which employ
two Examiners who rate the candidate, one an Interlocutor who conducts the
assessment, and the other a passive Assessor who observes, but does not take
part in the testing encounter. This terminology will be used in reference to the
Cambridge examinations.

Past research on oral language assessment

The assessment of second language speaking proficiency, particularly as
measured by the Foreign Service Institute—Interagency Language Roundtable
(FSI/ILR) interview (Lowe 1982; Fulcher 1997: 78) considers it ‘the generic
ancestor of today’s generation of oral tests’), the ACTFL/ETS Oral
Proficiency Interview (OPI) (ACTFL 1986), and the Speaking Tests in the
University of Cambridge Local Examinations Syndicate examinations
(UCLES 1998c¢), has been a topic of considerable interest to the language
testing community in the latter half of the 20th century (see Fulcher 1997 for
a historical overview). There is now an extensive body of research on issues
such as construct validity (e.g., Bachman and Palmer 1981, 1982; Dandonoli
and Henning 1990; Henning 1992; Magnan 1988; Reed 1992), reliability and
rating procedures (e.g., Bachman, Lynch and Mason 1995; Barnwell 1989;
Brown 1995; Conlan, Bardsley and Martinson 1994; McNamara and Lumley
1997; Shohamy 1983; Styles 1993; Thompson 1995; Wigglesworth 1993;
Wylie 1993), comparisons with other oral testing methods (e.g., Clark 1979,
1988; Clark and Hooshmand 1992; Douglas and Selinker 1992; Henning
1983; Stansfield and Kenyon 1992), aspects of the communicative
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competence construct (e.g., Henning and Cascallar 1992), and other aspects
of oral testing (e.g., Chalhoub-Deville 1995; Clark and Lett 1988; Hill 1998;
Merrylees and McDowell 1998; Raffaldini 1988; Shohamy 1988; Upshur and
Turner 1999).

The ACTFL OPI

The ACTFL OPI is the most widely used face-to-face oral proficiency
examination in North America, which has put it in a position to receive
(perhaps more than) its fair share of criticism. For example, Lantolf and
Frawley (1985, 1988) object that the ACTFL definitions of proficiency are
based on intuitions rather than empirical facts about natural communication
(see also Clark and Lett 1988 on this point), and on a native speaker norm
which is indefensible. Bachman and Savignon (1986) and Bachman (1988)
believe, first, that the OPI does not distinguish language ability from test
method in its current form, thus limiting our capability to make inferences
about language ability in other untested contexts, and second, that it is based
on a view of unitary language ability, namely ‘proficiency,” a stance which is
supported by neither theory nor research. Lantolf and Frawley (1988: 10)
make a similar point: ‘Proficiency is derived from policy and not from science
or empirical inquiry.” Kramsch (1986) takes issue with the construct of
proficiency itself, pointing out that it is not synonymous with interactional
competence. Finally, Savignon (1985) criticizes ACTFL’s ‘obsession with
accuracy’. In response to this last point, Magnan (1988) suggests that
Savignon and others have defined ‘grammar’ too narrowly, if not erroneously,
since the skill as rated also includes appropriateness. (See also Hadley (1993)
for additional responses to these criticisms of the OPI.)

But the basic objection to the OPI procedure is that is incapable of
measuring what it should, namely, oral proficiency. One criticism is that the
oral interview cannot provide a valid sample of other speech events because it
samples a limited domain of interaction (Byrnes 1987; Clark and Lett 1988;
Raffaldini 1988; Shohamy 1988). Raffaldini claims that the oral interview
format, which is basically conversational, is the main reason why it fails to tap
some important aspects of communication: a limited number of speech
functions is sampled and so interviewees have little opportunity to display
either discourse or sociolinguistic competence. Byrnes (1987: 167) admits
that the ratings of the oral interview underrepresent pragmatic and
sociolinguistic ability, while overemphasizing linguistic ability. But this is due
to the fact that L2 studies ‘rarely look at global performance features such as
hesitations, false starts, repairs, and corrections’, and, as a result, their
meaning for aspects of communicative competence is unknown. Without
this information, a description of sociointeractional, sociocultural, and
sociocognitive ability cannot be included in oral proficiency rating scales.
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Byrnes also makes an important point about the role of the tester in the
interview. It is incumbent upon the interviewer, she maintains, to be ‘keenly
aware’ of natural conversational behaviour, and to attempt to engage the
interviewee in a ‘genuine conversational exchange (the archetype occurrence
of spoken language) to offset the constraints of the testing procedure’
(1987: 174). This implies not only that the interview is not in itself conducive
to interactional, negotiated speech, but that the achievement of a negotiated
form of interaction in an interview is a collaborative accomplishment between
interviewer and interviewee. To remedy this situation, Shohamy (1988)
proposes a framework for testing oral language that includes a variety of
interactions, each including a variety of contextual factors, that approximate
‘the vernacular’, which is what the oral interview fails to do. Another
possibility that Clark and Lett (1988) suggest is that we check if candidates
can do what the scales imply they can in the real world, perhaps by gathering
self-ratings or second party ratings.

Empirical studies on the OPI

In response to these criticisms of the OPI, a number of studies have been
undertaken to provide empirical evidence for the reliability and validity of this
assessment procedure and the underlying ACTFL Proficiency Guidelines. For
example, Dandonoli and Henning (1990; see also Henning 1992) conducted a
multitrait-multimethod validation of these guidelines by considering OPI data
from 60 French as a Second Language and 59 English as a Second Language
students at American universities. They conclude that ‘the analyses provide
considerable support for the use of the Guidelines as a foundation for the
development of proficiency tests and for the reliability and validity of the
OPT’ (p. 20).

Another validation study, focusing specifically on the role of grammar in
the OPI guidelines, is Magnan’s (1988) research on 40 novice-mid through
advanced-plus speakers studying French. She looked at the frequency of
incorrect grammatical usage of seven syntactic categories (verb conjugation,
tense, determiners, adjectives, prepositions, object pronouns, and relative
pronouns) to determine how they were distributed by proficiency level. She
found there was a significant relationship between accuracy and level, but it
was not linear and was highly dependent on the particular grammatical
structure in question.

Reed (1992) looked at 70 OPIs given to ESL students at an American
university in order to determine if the OPI gives ‘unique’ information when
compared with the TOEFL. He concluded that the OPI does measure distinct
skills and is thus construct valid.

Henning and Cascallar (1992) sought to determine how the four
components of communicative competence (grammatical, discourse,
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sociolinguistic, and strategic, as per Canale and Swain (1980)), are related to
each other and what their construct validity is. They tested 79 American
university students on 18 performance variables, 6 pragmatic functions,
2 social registers, and 2 modalities; raters assessed 5-minute intervals of
performance on a variety of communication activities. Subjects also took the
TOEFL, TWE, and TSE. Among the many results were the presence of a
strong interaction between performance variables and pragmatic/situational
(register) functions; the importance of strategic variables in language
assessment; and the continuing need to assess language structure directly,
even in ‘communicative’ tests.

Other research has compared the face-to-face OPI with a corresponding
semi-direct assessment instrument, the SOPI (Semi-Direct Oral Proficiency
Interview). J. L. D. Clark has conducted several studies comparing direct and
semi-direct tests. His 1979 paper discusses the methods in terms of their
reliability, validity, and practicality, and concludes that semi-direct tests are
‘second-order substitutes’ for more direct tests (p. 48). In an empirical study,
Clark (1988) compared the live and SOPI formats of an ACTFL/ILR-scale
based test of Chinese speaking proficiency taken by 32 American students
studying Chinese. The statistical analyses indicated that there was a consistent
relationship between the ratings of the two test forms when there was only one
rater; results with multiple raters were more problematic. However, the
candidates overwhelmingly self-reported a preference for the live format
(89%), describing the semi-direct version as more difficult and ‘unfair’ (cf.
Hill 1998 mentioned below).

In another empirical study of the live OPI and the SOPI format, Clark and
Hooshmand (1992) tested Arabic and Russian learners at the Defense
Language Institute in both a face-to-face interview and one conducted via
teleconferencing. Quantitative and questionnaire results suggested that the
live format can be simulated in a teleconference and is acceptable to
examinees as a substitute if necessary.

Stansfield and Kenyon’s (1992) study also lends support to the equivalence
of the OPI and a SOPI version. Their analyses showed that both measures are
equally reliable and valid as measures of the same construct: ‘they may be
viewed as parallel tests delivered in two different formats’ (p. 359). However,
the SOPI may allow for a more accurate assessment of strategic competence,
while the OPI is clearly preferable for tapping face-to-face interaction. And,
as is now known, and has been demonstrated empirically, the same score on
an OPI can represent different performances, and different scores can
represent similar performances, due to the fact that a live interlocutor is
present in the face-to-face interview.

At least two studies have investigated rater behaviour on the OPI. An early
study by Shohamy (1983) examined the stability of oral assessment across
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4 oral examination formats which differed by interviewer, speech style, and
topic. Eighty-five Hebrew as a foreign language students in the U.S. were
rated on these 4 methods by 2 independent raters; her analyses detected the
main difference to be in the fourth test, where candidates reported information
instead of being interviewed; she concludes that ‘speech style and topic are
significant factors influencing students’ scores on oral proficiency’ (p. 537).
She suggests (somewhat contrary to her later opinion (Shohamy 1988)) that
the OPI is well suited to testing other sorts of communicative behaviour.

Thompson (1995) also investigated interrater reliability on the OPI given
to 795 candidates in 5 languages: English, French, German, Russian, and
Spanish. A total of 175 raters assessed the interviews. Her results showed
‘significant’ overall interrater reliability with some variation due to
proficiency level and language tested. Furthermore, she found that second
ratings, done after the fact from audiotapes, were likely to be lower than
original ratings.

Finally, Barnwell (1989) analyzed 4 OPIs in Spanish taken by American
students and evaluated by 14 ‘naive’ raters, all native speakers of Spanish,
who were given OPI rating scales translated into Spanish. Barnwell found
first, that the naive raters ranked the subjects in the same order, but the actual
ratings for each of the 4 individual candidates varied, and second, that the
naive raters were generally harsher than ACTFL trained raters.

Research on other oral examinations

There have also been many studies that have delved into these
issues — validity, reliability, test method comparisons, and rating scale
construction — with other oral examinations. Two early construct validation
studies on the FSI (The Foreign Service Interview, the precursor to the
ACTFL OPI) were conducted by Bachman and Palmer (1981, 1982). The first
study (1981) examined the performance of 75 ESL students at an American
university on 6 measures, comprised of 2 traits (speaking and reading) and 3
methods (interview, translation, and self-rating). Their results, based on
correlations and factor analysis, showed respectable convergent and divergent
validity for the FSI. In the second study, Bachman and Palmer (1982) used an
adapted FSI oral interview procedure as one measure of communicative
competence to assess the language ability of 116 ESL students at an American
university. Factor analysis was employed to test three proposed traits
(grammatical, pragmatic, and sociolinguistic competence) using the
interview, a self-rating, a writing sample, and a multiple choice test. Their
results suggested the existence of a general factor and two specific traits,
grammatical/pragmatic competence and sociolinguistic competence.

The issue of rater reliability on other oral exams has been fruitfully
explored as well. Several studies have explored the role of raters in the IELTS
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Speaking Test (International English Language Testing System; UCLES
1999a). For example, Wylie (1993) probed the ability of raters to provide the
same ratings, on two different occasions, of a single candidate performance on
IELTS. Her examination of 18 Australian interviews showed high overall
correlations (.906) for the ratings of all candidates. Styles (1993) also looked
at rater behaviour on IELTS, specifically the reliability of ratings done in live
assessments, from audiotapes, and from videotapes. He considered the
assessments of 30 European candidates and concluded that the reliability of
audiotaped assessments is as good as or better than videotaped assessments,
both between and within raters, although the quality of the videorecordings
was criticized by the raters and might have led to lower estimates of reliability.
A somewhat contrary result was found by Conlan, Bardsley, and Martinson
(1994), who compared live and audiotaped interviews of 27 IELTS candidates
rated by 3 examiners. In 10 out of 27 cases, the audio recording was scored a
full band lower than the live interview; they conclude that some examiners are
more sensitive to extralinguistic, paralinguistic, and nonlinguistic information
than others.

Bachman, Lynch, and Mason (1995) investigated the performance of 218
American Education Abroad students on a tape-mediated Spanish speaking
test involving a summary of a lecture and an extended response. Both
G-theory and FACETS were used to estimate rater reliability; they conclude
that these two measurement models provide useful, complementary
information: relative effects of facets are identified by G-theory while Rasch
measurement allows the researcher to determine rater or task specific effects.

Brown (1995) examined a face-to-face oral test for Japanese tour guides for
possible rater bias. Fifty-one subjects were assessed by 33 raters, including
native and near-native speakers of Japanese who were either teachers of
Japanese as a Foreign Language or actual tour guides. Her multifaceted Rasch
results found no significant rating bias for either linguistic skill or task
fulfillment, but the application of and perceptions about the specific rating
criteria did differ among rater groups.

An interesting study of rater perceptions is McNamara and Lumley (1997).
Using Rasch analysis to analyze the questionnaire responses from 7
Occupational English Test raters assessing the audiotapes of 70 candidates,
they concluded that perceptions of poor audiotape quality led to harsher
candidate ratings. Additionally, three salient factors emerged with respect to
perceived competence of the interlocutor. First, there was a significant and
consistent effect for candidates who were paired with less competent raters
(they were rated higher, and thus compensated for poor interlocutor
performance). And, a similar but stronger effect was detected for candidates
who were paired with interlocutors who failed to achieve good rapport (again,
they received higher ratings). They propose that rater perceptions of tape
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audibility should be included as a facet in analyses in order to neutralize its
effect in resulting measures. More worrisome, though, for McNamara and
Lumley, is the issue of fairness raised by the results on perceived interlocutor
competence: ‘the greater richness of face-to-face interaction in the assessment
of speaking brings with it its own difficulties: the candidate’s score is clearly
the outcome of an interaction of variables, only one of which is the
candidate’s ability. It is important that the extent of the influence of these
other variables be understood, both for the theoretical reasons as part of our
ongoing attempt to conceptualize the nature of performance assessment
adequately, and for practical reasons in ensuring fairness to candidates’
(p- 154).

An early study on the relative usefulness of various test methods was
Henning’s (1983) research on the performance of 143 EFL learners in Egypt
on an FSI-like interview, an imitation test (where subjects repeated declarative
sentences and interrogative questions of various lengths), and a completion
test (where subjects completed introductory incomplete sentences ranging
from 1-3 words). He found the imitation test, the interview, and the
completion test to rank in that order for the validity measures that he
considered. Additionally, he found a strong relationship between the FSI-like
interview and grammar skill.

More recently, a study of test format was undertaken by Douglas and
Selinker (1992), who gave 3 tests to 31 chemistry graduate students at an
American university: a field-specific test, the CHEMSPEAK; a general
SPEAK test, and a teaching performance test, the TEACH. They determined
that the field-specific test was better than the general test for predicting
teaching performance, and that these subjects had difficulty with the
CHEMSPEAK test, possibly attributable to rater inconsistency.

Other recent research has focused on understanding participant reactions to
the tests and on constructing rating scales. For example, Hill (1998) analyzed
test taker reactions to both live and tape-based versions of the access: test (the
Australian Assessment of Communicative Skills in English). Questionnaires
were completed by 83 subjects who took both versions of the test; Hill
examined her results by gender, employment status (student vs. professional)
and language background. Her FACETS results demonstrated a clear
preference for the interview format, although she found that both versions
appear to be face valid for the subjects she tested. Additionally, females
reported finding the live version more difficult than the taped version, while
the Asian subjects reported feeling more nervous during the live test. From the
interviewer perspective, Merrylees and McDowell (1998) surveyed 113
IELTS examiners using a questionnaire to determined their attitudes to the
format, sections, and rating criteria of the test. Results showed general
satisfaction with the current test format and generated suggestions for fine-
tuning the test.
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With respect to rating scale construction, Chalhoub-Deville (1995)
examined data from 6 Arabic as a Foreign Language learners on three tasks:
an oral interview, a narration, and a read-aloud. The speech samples were
rated by 3 groups of native speakers: Arabic as a Foreign Language teachers,
Arabic speakers living in the U.S., and Arabic speakers living
in Lebanon. Holistic scores were analyzed using Multidimensional
Scaling techniques, which generated 3 rating dimensions: ‘grammar—
pronunciation’, ‘creativity in presenting information’, and ‘amount of detail
provided’. She concluded that ‘generic component scales’ should be used,
since there was variability in the dimensions across the three tasks and the
ratings of the speech produced on them.

Finally, Upshur and Turner (1999) described a test development project
where they attempted to analyze the systematic effects of test method and
discourse produced on ratings in order to address concerns of both language
testers (test method effects on ratings) and second language acquisition
theorists (data elicitation method on produced discourse). FACETS was used
to analyze 805 ratings from 12 raters of 255 Grade 6 ESL students retelling a
story and composing an audiotaped letter. As expected, they found that task
and rater influenced ratings, and discourse was affected by task. They
concluded that rating scale construction requires an analysis of discourse
produced on specific tasks, and that rating scales should be task-specific.

The need for process-based research

All of these studies share a common shortcoming — they do not look much
beyond the outcomes of these interviews — in most cases, the actual ratings of
proficiency assigned to candidates — to the interview process itself, an
undertaking that would allow us to ‘identify and describe performance
features that determine the quality of conversational interaction’ in an oral
interview (van Lier 1989: 497). Van Lier’s seminal paper was to change all
that, by stimulating an interest in undertaking empirical research into the
nature of the discourse and the interaction that arises in face-to-face oral
assessment. Specifically, van Lier called for studies that would even go
beyond detailing the oral assessment process, to inform us about the turn-by-
turn sequential interaction in the interview and whether the resulting discourse
is like, or unlike, ‘conversation’. That is, a more microanalytic focus on
the actual construction of oral test discourse by the participants would enable
us to determine whether these same conversational processes are at work
in the oral interview, and thus, how test interaction resembles non-test
discourse (and see Turner’s (1998) reflections on a more fundamental
question, whether it should). He concludes his article by urging us to
‘... understand the OPI, find out how to allow a truly conversational
expression of oral proficiency to take place, and reassess our entire ideology
and practice regarding the design of rating scales and procedures’ (p. 505).
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And it is in the context of conversation that an oral proficiency interview
can and should be examined, because much of the literature written on it
refers to its ‘conversational’ nature. It should be pointed out that what is said
about the Oral Proficiency Interview (in either its FSI or ACTFL guise)
applies generically to other language interviews as well. Also, it is not the case
that the problem of linking of conversations and interviews in the literature is
solely a matter of semantic usage; what is important is that there may be a
difference between what goes on in oral testing situations and in other settings
of everyday life, and these differences bear on the assessments which those
engaged in oral testing want to make.

To get a feeling for the extent of the confusion on this very issue, here are
some descriptions of the oral interview. Interviews are ‘special cases of
conversation that are examiner-directed’ writes Oller (1979: 305), who goes
on to say that ‘it is fairly obvious why conversational techniques such as the
interview constitute a pragmatic speaking task ...” (p. 306). Others refer to the
‘conversational phase of the interview’ (Clark and Lett 1988; Raffaldini
1988). In particular, the FSI Oral Interview, as described by Bachman and
Palmer (1981: 70) ‘consists of a 15- to 30-minute structured conversation
during which one or two examiners try to elicit from the examinee a rich
sample of speech by using a variety of question types and covering a wide
range of topics and situations.” Madsen and Jones (1981: 23) undertook a
survey of 60 tests of speaking ability, which indicated that the most frequently
used approach is ‘a direct test through conversation’ with the most common
technique being ‘question and answer’. For Clark (1980: 17), the ideal method
for testing oral proficiency is a ‘face-to-face conversation ... the interviewing
process is a reasonably close, if not an absolutely realistic reflection of real
life conversation.” Jones (1978: 91) goes even further: ‘the oral proficiency
test is not an interview, but a conversation.’

Other researchers, while still casting the interview in a ‘conversational’
light, have noted some of the differences between oral interviews and
conversation. While the oral interview has been characterized as a ‘relaxed,
natural conversation,” this notion is mistaken because the interaction is
actually a test conducted under time constraints (Lowe 1981: 71). Lowe
believes that ‘conversational interview’ better captures the essence of control
over the encounter by the interviewer, control which is realized in a pre-
arranged, deliberate structure. Yet, ‘conversation is still basic to the oral
interview’ (p. 73). In a similar vein, Clark (1979: 38) notes that even though
direct speaking tests rely on a highly realistic format — ‘a face-to-face
conversation with a native speaker’ — they are not truly realistic, because the
interviewee is talking with an examiner (as opposed to a friend). Another
problem is that the interview makes it difficult to elicit several common
language patterns ‘typical of real-life conversation’, such as control of
interrogative patterns, because the interviewer dominates the conversation in
the role of question asker.
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Lest one construes these statements as some sort of historical
misunderstanding that has since been corrected, here are two recent quotes.
He and Young write (1998: 1), ‘Although there are certain practical problems
associated with setting up an interview with a learner — there has to be a native
or very proficient speaker available, and there has to be enough time available
for a reasonable conversation to develop between the interviewer and each
learner....” [emphasis added]. And finally, ‘The goal of language proficiency
interviews (LPIs) is to evaluate how well a language learner might function in
conversation with native speakers of the target language’ [emphasis added]
(Egbert 1998: 149).

Discourse-based studies on oral language
assessment

Background

In the last decade, there has been a proliferation of applied linguistics studies
that analyze aspects of the discourse and interaction in oral interview
situations; this section reviews some prominent discourse-based studies on
oral tests (see also Young and He 1998). Celce-Murcia (1998) contends that
two features unite this work. First, actual recorded data which have been
carefully transcribed are used for analysis; she sees this as particularly notable
because ‘... although there exists a literature on using interviews for the
assessment of language proficiency, until very recently, studies of LPIs
[language proficiency interviews] ignored the central validity issue of oral
proficiency assessment: namely, the ways in which the LPI is accomplished
through discourse’ (p. vii). Secondly, discourse-based studies on oral
assessment are multidisciplinary in nature. In fact, the studies summarized
below take a number of interesting perspectives on oral test discourse,
including conversation analysis, accommodation theory, and interactional
sociolinguistics.

This section begins with a summary of Lazaraton’s (1991) dissertation,
which is taken by some (e.g., McNamara 1996) to be the starting point of
empirical, discourse-based research on oral assessment. The studies which
follow have all been conducted in the last ten years and are grouped
thematically. First, research which investigates how the participants behave in
the interview context (as candidates, as interviewers, and as compared to and
influenced by each other) is reviewed. Next, studies which compare the
behaviour in the oral interview context with what is known about behaviour
in natural conversation are detailed. Then, studies which compare test
formats, especially direct vs. semi-direct tests, are mentioned. The section
concludes with one study which looks at the relationship between interview
ratings and produced discourse and two final studies that show how discourse
analysis can be used to construct or validate oral proficiency test rating scales.
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Lazaraton’s research on ESL course placement interviews

As a direct result of van Lier’s (1989) call for research on the structure of and
interaction in the oral interview, Lazaraton’s (1991) dissertation was designed
to address the question of how the interactional features of the interview bear
on oral assessment by employing conversation analysis techniques to describe
a corpus of language interview data. Twenty oral interviews conducted to
place students in ESL oral communication skills courses were audio- and
videotaped on four occasions at the University of California at Los Angeles in
1990-1991. Both audiotapes and videotapes were transcribed using
conversation analysis conventions and were examined microanalytically for
several structural and interactional features. Three main findings were salient.

First, the overall structural organization of the interviews was clearly
identifiable. The interviews proceeded through distinct phases which
correspond to the structural boundaries of the interview agenda used by the
interviewers. The interviews opened with greeting and introduction sequences
in which the candidate’s name was elicited and written on an evaluation form.
The transition to the ‘body’ of the encounter was accomplished by the
interviewer both verbally (‘okay’) and nonverbally (looking at the agenda); it
opened with an agenda-based, neutral, nondirected question ‘tell me about
yourself.” Candidates routinely provided relevant information about
themselves, a course preference, and a rationale for that preference, all of
which was negotiated sequentially in the interaction. At the point where
sufficient information had been given to satisfy the interview agenda
requirements, the interviewer produced an agenda-based preclosing from ‘I
don’t have any more questions ... Do you have any questions for me?” The
structural position this creates for a new sequence was invariably taken to
discuss business matters, such as where to get test results, and to report ‘bad
news’, such as problematic enrollment circumstances. When the pre-closing
matters had been collaboratively accomplished, the closings occurred,
accompanied by major postural shifts by both participants. Both the candidate
and the interviewer could initiate the closings, which contained the
conversational ‘bye’—‘bye’ sequence, or something more institutional, such as
‘thanks’—‘you’re welcome.” Lazaraton concludes that while these ‘encounters
share features with conversations ... they are still characteristically instances
of interviews, and interviews of a distinctive kind, for the participants’
(Lazaraton 1992: 383).

A second finding was the modification of the preference organization
system in conversation in these interviews as it applied to a certain type of
assessment sequence, self-assessments of language ability. The preferred
structure in conversation — where agreement with assessments is preferred and
disagreement is dispreferred, except in the case of self-deprecations, where
the reverse is true — was modified in these encounters as a result of and to
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accomplish certain interactional goals. So, when candidates disparaged their
language ability with negative self-assessments, the interviewer, instead of
disagreeing with the assessment, as one would expect in conversation, in some
cases gave noncommittal responses that allowed judgements to be deferred
until a later time; this lack of response seemed to be preferred here as a mark
of objectivity. In other cases, the self-deprecation was countered with a
compliment, a dispreferred response in this context, which candidates read as
an unfavorable prognosis for their being admitted to the courses for which
they were applying. They were then faced with the task of decisively rejecting
the compliments in order to ensure course admission. Lazaraton (1997a)
concluded that these patterns of preference structure are evidence of a social
practice by which the institutionality of the encounters is instantiated on a
turn-by-turn basis; it is these practices that define the encounters as
interviews, and interviews of a distinctive kind, for the participants.

Finally, three forms of interviewer question modification in the face of
perceived ‘trouble’, whether or not any ‘trouble’ — broadly construed as
linguistic, cognitive, and/or social-interactional difficulty — actually exists for
the participants, were found. Question recompletion was the primary form of
modification, where some problematic element in the question turn was
explained or clarified at a point past possible completion of the initial turn.
These recompletions appear to be undertaken to make questions ‘answerable’
after the clarification was accomplished. In some cases, the recompletion was
‘intercepted’ by the student, who responded just at the point where
the interviewer attempted some remedy; in this way ‘trouble’ was deflected.
Lazaraton hypothesized that there may be a preference for this interception/
deflection, because interactional trouble is avoided and candidates can show
their competence in responding to questions, even those that are less than
totally clear. On the other hand, other recompletions were produced with no
attempt by the students to cut them off; the result was almost always some
form of disagreement, a social-interactional form of trouble. Two kinds of ‘or’
choice questions also showed features of turn modification. In contrast to
‘from the outset ‘or’ choice questions’, where two choices were meant to be
produced from the outset and where no trouble was projected or perceived,
‘add-on alternative ‘or’ questions’ had a second ‘choice’ added after possible
completion where some first ‘choice’ was not responded to ‘on time’. ‘Trail
off ‘or’ questions’ were produced when an initial question was asked, an ‘or’
was appended, and then the question trailed off. A third type of question
modification was turn reformulation, where a question turn was redesigned
rather than added to. Lexical or syntactic simplifications tended to be
intercepted and shown as unnecessary, while follow-up and related question
reformulations responded to potential disagreement.
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As a result of these findings, Lazaraton (1991) concluded first, that the
interviews import their fundamental structural and interactional features from
conversation, but are characteristically and identifiably instances of
‘interviews’ for the participants, and, second, that her study illustrates a
promising approach to the analysis of oral interaction in both testing and non-
testing contexts.

Participant behaviour in oral interviews

A. Candidate behaviour

A number of recent studies have considered the role of proficiency level in
candidate performance. For example, Young’s (1995a) quantitative study
compared First Certificate in English (FCE)-level candidates on their
conversational styles. He found that the 12 advanced-level candidates differed
significantly from the 11 intermediate-level speakers in that they talked more
and faster, they elaborated more in their answers, and they were better able to
construct stories. In addition, he noted that interviewers did not vary their own
style for each group. While this last result suggests that the test administration
is somewhat standardized, Young concludes that ‘... if the discourse
dimensions of conversation between NNSs and native speakers are to be part
of oral proficiency assessment, then scripted interview formats such as the
FCE are an inappropriate means of assessment’ (p. 37), since rigid interviewer
behaviour may disadvantage higher-level speakers.

In addition to ascertaining the effect of proficiency level, Wigglesworth
(1997) investigated the effects of planning time (one minute or no time) on
oral test discourse. Twenty-eight recorded semi-direct access: oral tests in
which planning time was manipulated were transcribed and coded for features
of complexity (measured by subordination), fluency (measured by repetitions
and self-repairs) and accuracy (of plurals, verb morphology, and articles) and
then subjected to quantitative analyses. She claims that while planning time
was beneficial for high-proficiency candidates in terms of accuracy, low-
proficiency candidates did not benefit from increased planning time.

Yoshida-Morise (1998) also reports results on the effect of proficiency
level on the use of communication strategies by 12 native Japanese speakers,
representing four such levels, taking the OPI in English. She ascertained that
six of the eleven strategies investigated were used differentially by level of
proficiency. Despite some methodological difficulties in her study, she
believes the results point to the importance of considering strategic behaviors
in oral interviews.

Three recent studies have examined other factors that may affect candidate
test discourse: the consequences of interlocutor familiarity, the effect of
native-speaker nonnative-speaker status, and the role of the L1. With respect
to interlocutor familiarity with examinees, Katona (1998) looked at the types



1 Oral language assessment and conversation analysis

of meaning negotiation that took place in the Hungarian English Oral
Proficiency Examination between three Hungarian interviewers and 12
Hungarian interviewees. She found that the variety of negotiation sequences
and exchanges present accounted for a more natural interaction when
the interlocutor was known to the candidate, while with an unfamiliar
interlocutor, misunderstandings resulted that made for a more formal, stilted
interaction.

Viewing the oral interview from the perspective of native-speaker
nonnative-speaker status, Moder and Halleck (1998) investigated how 10
native English speakers and 10 nonnative English speakers behaved in an OPI
format interview, specifically, how they went about asking questions and
taking turns. Their statistical results indicated that the nonnative speaker
candidates took fewer turns that were longer and that the interviewers
themselves took fewer turns with this group. Additionally, both groups of
candidates asked information-seeking and clarification questions about
equally; however, the nonnative speakers asked significantly fewer
information-checking questions than the native speakers did. OPIs, they
conclude, are authentic speech events which sample numerous forms of
communicative behaviour, even if these behaviors are not exactly those that
might be displayed in more informal conversation.

In order to highlight the crucial role that response elaboration, and more
generally L1 ‘conversational style’, plays in the oral interview, Young and
Halleck (1998) compared the ‘talkativeness’ of 3 Mexican Spanish and 3
Japanese speakers representing different proficiency levels on the OPL. A
topical structure analysis (Young 1995a) revealed that the Mexican candidates
and the higher proficiency candidates contributed more to the interaction,
spoke faster, and shifted topics more frequently than did the other two groups.
They argue that the transfer of ‘conversation style’ can negatively impact a
candidate’s ratings if that style requires or prefers under-elaboration of
answers in a setting where elaboration is valued.

B. Interviewer behaviour

In a series of studies, Ross and Berwick have investigated interviewer
behaviour in the OPI. Ross and Berwick (1992) were among the first
researchers to examine whether or not and the degree to which ten speech
modification features occurred in the OPI and what the impact of such
accommodation on ratings might be. Their quantitative analysis regarded
the talk produced in the OPIs as a product of native—nonnative discourse,
described in terms of features of control (e.g., topic nomination and
abandonment, reformulations) as well as features of accommodation (e.g.,
clarification requests, display questions, and simplifications). Ross and
Berwick came to the conclusion that the OPI shares features of both

18



1 Oral language assessment and conversation analysis

interviews and conversations: features of control primarily support the
interview process while accommodation features can be varied to define
and gauge language proficiency. In fact, they propose that candidate ratings
may be predictable from the amount and type of accommodation that
interviewers use.

In another study, Ross (1992) questioned the product orientation
(i.e., reliability of judgements) that oral testing research has traditionally
taken, and suggests that a focus on process (i.e., the validity of the interview,
as was also suggested by van Lier) might be more enlightening. He
believes that interview discourse can be better understood by looking to
second language acquisition theory, specifically accommodation theory, to
understand how interviewers make language comprehensible to interviewees.
In an empirical study of 16 OPIs conducted in Japan, transcribed interviews
were coded for 7 types of accommodation and 5 types of antecedent triggers
for such accommodation. The statistical results identified the most salient
triggers of accommodation to include candidate response to the previous
question, the structure of that response, the level of the candidate, and whether
the interviewer had used accommodation in the previous question; transcripts
of actual OPIs are used to support these characterizations. Ross suggests that
in assigning final ratings, the amount of accommodation that occurred should
be taken into account so that the role of the interviewer in the interaction is
included. He also claims that in interviewer training it would be useful to look
at how responses are influenced by simplification and what necessary versus
superfluous accommodations are.

Ross (no date) analyzed the ‘procedural script’ and formulaic speech that
interviewers use in OPIs. By engaging in a contrastive analysis of the
behaviour of two experienced OPI interviewers, Ross postulated that one
interviewer’s approach to questioning (asking short questions and accepting
short answers) may have led to lower ratings for candidates since they were
not encouraged to provide more language; the approach of the second
interviewer, who asked long and involved questions, required a great deal of
listening ability and may have led to confounded ratings. Both of these
approaches to questioning can be viewed as deviations from a ‘procedural
script’ which add unwanted variance to the testing process and which have an
impact on test validity.

Berwick and Ross (1996) considered the OPI from a cross-cultural
perspective. Their thesis was that the OPI is a rule-governed cross-cultural
encounter which has effects on discourse that can be linked to systematic
cultural variation in interviewer approaches to the examination. Using
statistical and discourse analyses, they demonstrated that the Japanese
interviewer was form-focused and engaged in ‘instructional care-taking’,
while the American interviewer seemed to focus on content and expected the
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interviewee to be willing to ‘engage the issues’ (p. 47). They believe that test
developers will have to come to terms with the tension between the effect of
local norms on discourse and the need to keep oral assessment procedures
standardized.

Lastly, Morton, Wigglesworth, and Williams (1997) looked at interviewer
performance on access: by having raters grade the interviewers on their
behaviour using a questionnaire. Their dataset consisted of 370 candidate
performances conducted by 66 examiners which were graded by 51 raters.
FACETS analysis was used to rank the examiners from ‘best’ to ‘worst’. The
results from the questionnaires indicated that the raters considered
interviewers ‘good’ if they established rapport with candidates (especially
those at lower levels), modified interview prompts, and asked additional,
nonscripted questions. By analyzing transcripts of the ten ‘best’ and ten
‘worst’ interviewers, they concluded that the former used significantly more
markers of politeness and more backchannels and were more actively
involved in the interview.

C. Compatrisons of interviewer and candidate behaviour

The seminal study which undertook to compare the behaviour of candidates
with behaviour of interviewers in the oral examination is Young and
Milanovic (1992). Their quantitative study of the interview section of the
Cambridge First Certificate in English (FCE) examinations explored the
features of dominance, contingency, and goal orientation (i.e., quantity of talk,
topic initiations, reactiveness, and topic persistence) as well as contextual
factors (interview theme and task, and examiner gender) in both interviewer
and interviewee speech. Their findings indicate that the resulting discourse
was highly asymmetrical, with both examiners and candidates constrained in
terms of what they could contribute to the interaction.

Another study of participant behaviour in an interview is Fiksdal’s (1990)
research, in which she collected ‘natural conversation data’ in 16 academic
advising sessions between native speaker advisors and foreign (both native-
speaking Canadians and nonnative-speaking Taiwanese) students at a large
American university. The encounters were videotaped and then played back to
the participants to determine the saliency of various interactive features and to
obtain comments on the interaction from their point of view. Her results
indicated that speakers pay close attention to what they believe to be the
expectations of their listeners, and they use conventionalized methods of
demonstrating this attention. The most important of these methods is what she
terms ‘listener responses’, such as ‘yeah’, ‘mmhmm’, and related nonverbal
behaviour like nods. In her time-based model she found that speakers provide
‘listener cues’ to signal a listener response is warranted; these include falling
intonation, postural shifts, and gaze. Sometimes, though, inappropriate
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listener responses (e.g., responses not signaled by a listener cue, such as ‘uh
huh’ at an inappropriate place without an accompanying head nod) occurred.
These were the greatest problem for the Taiwanese students she studied,
responses which resulted in ‘uncomfortable moments’ and threatened rapport.
Fiksdal hypothesized that spoken interaction is organized on two
interdependent levels: a level of turntaking and a level of rapport, both of
which adhere to the underlying tempo in the interaction.

D. Effect of interviewer behaviour on candidate performance

At least one empirical study has attempted to determine how interlocutor
behaviour affects candidate performance on the IELTS Speaking Test. Brown
and Hill (1998) used FACETS to analyze interviews from 32 IELTS
candidates, each of whom was interviewed twice by 2 of 6 different
interlocutors in order to identify, first, when a candidate’s ability was judged
at two different ability levels, and second, which interlocutors were ‘easy’ or
‘difficult’. Then, transcripts of 10 interviews where candidates were rated
differently (and were interviewed by the two easiest and two most difficult
interlocutors) were analyzed for number of turns, turn length, question form
and focus, and number of topics. ‘Easy’ interlocutors used more frequent topic
shifts, asked simpler questions, and engaged in more question—answer
exchanges, while the ‘difficult’ interlocutors challenged candidates more
and acted more like a conversational participant. They suggest that the test
developers take steps to ensure that candidates receive equal treatment from
the interlocutors.

Comparisons of interview behaviour with conversation

A growing number of studies endeavor to compare the behaviour in
interviews with what is known about natural conversation. For example,
Johnson and Tyler (1998) analyzed a transcript from a training video Level 2
OPI between a Korean female and two trained interviewers. They investigated
a number of conversational features in the transcript, including turntaking,
sequence structure, and topic nomination. They conclude ... that in terms of
prototypical aspects of everyday conversation, ... the face-to-face exchange
that occurs in this OPI interview cannot be considered a valid example of a
typical, real life conversation’ (p. 28).

In a case study of one potential international teaching assistant who had
failed his oral interview, He (1998) analyzed the candidate’s answers to
interviewer questions, using a conversation analytic framework, in order to
understand why he might have failed. Her results suggest that he used ‘yeah’
in strange ways (for example, to show non-understanding) and was not
competent at eliciting repair. He argues that discourse competence deserves
more attention in oral assessment.
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Also using a conversation analytic framework, Egbert (1998) compared the
organization of repair in a dataset of modified OPIs evaluating the proficiency
of American college students learning German with the repair features present
in conversations between native German speakers. Three notable results were
reported. First, in the interviews, the organization of repair was explained
metalinguistically to the candidates while it remained unstated in
conversation. Secondly, the interviewees used more types of repair initiation
than did the native German speakers. Finally, interviewers used a more
elaborate turn structure in repair with these interviewees than was found in the
conversational data. Egbert reasons that ‘[w]hile it is necessary to examine
LPIs by means of multiple methods, conversation analysis seems particularly
apt for the analysis of interactional structures displayed in the talk, especially
since LPIs constitute social encounters that are quite complex at the
microanalytic level” (p. 169).

Finally, Kim and Suh (1998) used conversation analysis to investigate
confirmation sequences (where an interviewer-question candidate-answer
sequence is followed by an explicit confirmation request by the interviewer,
to which the candidate responds) in nine Korean language course placement
interviews. They determined that such confirmation sequences allowed the
candidates to ratify the higher status of the Korean interviewers, to avoid or to
lessen any potential threats to face, and to respond favorably to a topic
nomination by the interviewer. Although Kim and Suh believe that baseline
data obtained from Korean conversation are needed to interpret and to bolster
the significance of these results, future work can and should apply these
findings to the construction of assessment instruments which measure
interactional and sociolinguistic competence.

Comparisons of test format

Another fruitful avenue of discourse-based research is the effect of test format
on produced discourse. In support of her thesis that test validation can benefit
from considering data generated from multiple data sources, Shohamy
(1994b) compared the candidate output on two tests of spoken Hebrew, one a
tape-mediated SOPI and the other a face-to-face OPI. First, she conducted a
content analysis of the elicitation tasks as set out in the test specifications; the
results indicated that the SOPI format samples more widely for low-level
candidates while the OPI seems to be better suited to high-level candidates. In
the second phase of the analysis, 10 tapes from each test format were
statistically compared on numerous language features, such as syntax,
communication strategies, speech functions, and the like. She found that
candidates self-corrected and paraphrased significantly more on the SOPI and
switched to their first language significantly more on the OPI. Shohamy
claims that the long process of test validation can be enhanced by analyzing
test data from multiple perspectives.
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In a related study, Koike (1998) compared transcripts from 10 Spanish
SOPI and OPI performances on accuracy, various management strategies, and
several structural components. Her quantitative analysis revealed that the
SOPI generated significantly more fillers, and fewer turns, quotes, speech
acts, and switches to the L1 than the OPI did; however, Koike cautions that
task type and specific topic influenced language production more than test
modality did (results which in fact contradict those reported by Shohamy).
However, the test format did seem to have a role in other areas — OPIs
produced language that was more interactive and SOPIs generated more
formal language that was better organized. Koike recommends employing
assessment procedures which elicit a wider range of speech functions and
rating scales which include management strategies and propositional
organization.

In another comparative study of the OPI and SOPI format, O’Loughlin
(1995) looked at the lexical density of the discourse generated by twenty
candidates taking the access: oral interaction subtest using these two test
formats each employing four different tasks (description, narration,
discussion, and role play). The forty interview transcripts were coded for three
features of lexical density: grammatical items, high-frequency lexical items,
and low-frequency lexical items, and then tabulated. His quantitative results
indicated that the effect of test format, task, and their interaction were all
statistically significant, but the differences did not appear to be large.
He concludes that the SOPI format generates a more literate (that is, lexically
dense) kind of language; however, ‘the degree of interactiveness, rather than
test format, emerges as perhaps the single most important determinant
of candidate output in the study’ (p. 236). He suggests that altering the
interactivity of test tasks could generate language that is even more different
(in terms of lexical density) than the language data with which he worked.

Kormos (1999) compared performance on non-scripted interviews with
role plays in an oral examination taken by 30 EFL learners in Hungary. Her
analysis was based on counts of many features; she found that the interaction
in the role play was more symmetric; candidates introduced and ratified more
topics and were able to interrupt, open, and close the interactions. She notes
that role play is one way to get at conversational competence in an oral
interview situation.

Finally, Hoekje and Linnell (1994) evaluated three tests used to assess
the ability of international teaching assistants: the SPEAK, the OPI, and
an institution-specific performance test. Using Bachman’s (1990, 1991)
definitions of authenticity, they looked at method facets, the actual discourse
elicited, and its similarity to language use in the target context. Their
qualitative analyses led them to conclude that the three tests show substantial
differences with respect to the language produced, and that the performance
test was best for their intended purposes.
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Comparisons of test scores with produced discourse

In one of the more intriguing discourse-based studies of the oral assessment
process, Douglas (1994) undertook a quantitative and qualitative analysis of
oral test scores and oral test discourse to see how they were related. Six
American university students took the AGSPEAK test and were rated for
pronunciation, grammar, fluency, and comprehensibility. The ratings were
used to identify ‘similar’ candidates, whose discourse was then transcribed
and compared on a number of variables, such as grammar, vocabulary,
content, and rhetorical organization. His results indicated very little
relationship between score given and discourse produced; he attributed this
somewhat perplexing conclusion to inconsistent rating, or rating of factors
which were not part of the rating scale. Douglas strongly urges more studies
on the rating process to follow up on these results.

Rating scale construction and validation

Finally, at least two studies have used discourse analytic techniques
to construct or validate oral assessment rating scales. To construct an oral
examination rating scale for fluency, Fulcher (1996a) used ‘grounded theory
methodology’, a qualitative analytic technique, to produce a ‘thick
description’ of language use. These data were then operationalized into a
fluency rating scale, which Fulcher evaluated for both reliability and validity,
using more traditional test evaluation techniques. He recommends that test
developers must take validity seriously in the development process and not
wait to deal with it as some sort of after the fact endeavor.

Young (1995b) critically analyzed the rating scales used in two oral
assessment procedures, the ACTFL OPI Guidelines (ACTFL 1989) and the
Cambridge Assessment of Spoken English (CASE; UCLES 1992) from the
perspective of second language acquisition theory, specifically discontinuous
language development. His analysis indicates that both scales fall short
in portraying, and measuring, language ability as both modular and context-
dependent.

Summary

These studies, and surely others which are underway, have begun to analyze
interview discourse as an inherently fundamental aspect of language testing,
although asking different questions and using different analytic frameworks.
Hopefully, findings such as these will help us better understand the nature
of interaction in language assessment situations and in other institutional
contexts where native and nonnative speakers interact.
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Conclusion

What we see, then, is a discipline in the midst of exciting changes
in perspective. It has become increasingly clear that the established
psychometric methods for validating oral language tests are effective, but
limited, and other validation methods are required, not just for empirical
validation but, based on the many misperceptions about conversations and
interviews noted above, for us to understand the basic nature of the oral
assessment process. As Jacobs (1990) comments, ‘Qualitative methods have
been sufficiently successful that at this point the task is not to decide whether
or not to admit them into the methodological arsenal of practicing researchers;
the task is to articulate their rationale so that they can be used in an informed
and self-conscious fashion’ (p. 248). This book represents one such avenue
towards this end, that of using qualitative discourse analysis, and conversation
analysis in particular, as a uniquely suited solution for these validation tasks.
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What is conversation analysis?
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Nonverbal behaviour in conversation
An evaluation of conversation analysis

. Institutional talk

e What is an interview?
* The organization of the interview

. Conclusion

This chapter treats two important topics. First, conversation analysis is
situated within the study of discourse analysis, an endeavor which
encompasses a number of different strands of interest. After describing
conversation analysis and some of its major findings, an extension of its
methods to another form of interaction, institutional talk, is detailed. This
background sets the stage for an introduction to the methods of conversation

analysis that are presented in Chapter 3.

Approaches to discourse analysis

The sort of approach being advocated in this book falls under the heading of
discourse analysis. Discourse, in the broadest sense, is a multi-disciplinary
interest of scholars in linguistics, applied linguistics, philosophy, psychology,
sociology, anthropology, computer and cognitive science, and rhetoric. In fact,
the analysis of discourse covers such a vast range of interests, one might
wonder if there are any conceptual or methodological threads which link
them. According to Schiffrin (1994), current approaches to discourse share a
number of principles, although any one approach will emphasize some
features while de-emphasizing, or even overlooking, others:
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Analysis of discourse is empirical: actual data rather than intuitions are
used, analyses are accountable to the data and are meant to be predictive
of other as yet unencountered data.

Discourse is more than a sequence of linguistic units; its coherence cannot
be understood if attention is limited just to linguistic form and/or meaning.

Resources for coherence jointly contribute to participant achievement and
understanding of what is said, meant, and done through everyday talk. In
other words, linguistic forms and meanings work together with social and
cultural meanings, and interpretive frameworks, to create discourse.

The structures, meanings, and actions of everyday spoken discourse are
interactively achieved.

What is said, meant, and done is sequentially situated; that is, utterances
are produced and interpreted in the local contexts of other utterances.

How something is said, meant, and done — that is, how speakers select
among different linguistic devices as alternative ways of speaking — is
guided by relationships among the following:
a) speaker intentions,
b) conventionalized strategies for making intentions recognizable,
c) the meanings and functions of linguistic forms within their
emerging contexts,
d) the sequential context of other utterances,
e) properties of the discourse mode — narration, description, exposition,
f) the social context, e.g., participant identities and relationships,
structure of the situation, the setting,
g) a cultural framework of beliefs and actions.
(Adapted/taken from Schiffrin 1994: 416)
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Schiffrin employs a useful typology to discuss six approaches to discourse;

brief descriptions of these approaches follow. The last approach, conversation
analysis, will be discussed in greater detail, but the interested reader is urged

to

consult Schiffrin (1994) or the cited sources for a more complete

description of the other discourse analytic approaches. He and Young (1998)
also note some useful links between these approaches and discourse-based
studies of oral testing.

1.

28

Interactional sociolinguistics (e.g., Gumperz 1982a, 1982b)

‘Discourse as social, cultural, and linguistic meaning’

A linguistic/anthropological approach that examines interpretations of
speaker intent based on social and linguistic meanings which are encoded
in verbal (especially prosodic) and nonverbal cues and which are part of
one’s cultural repertoire.

Speech acts (e.g., Austin 1962, Searle 1969)

‘Discourse as action’

A philosophical approach which details performative acts such as
promising and asserting; it differentiates between an utterance’s
locutionary force (e.g., ‘It’s hot in here’), its illocutionary force
(e.g., ‘Open the window’), and its perlocutionary force: (the window
gets opened).

Pragmatics (e.g., Grice 1975, Levinson 1983)

‘Discourse as individual, intention-based meaning’

A philosophical approach that proposes four ‘maxims of cooperation’
(relevance, truthfulness, quantity, and clarity) which provide the
inferential apparatus necessary to determine a speaker’s intentions.

Ethnography of communication (e.g., Hymes 1974, 1982)

‘Discourse as a reflection of cultural and social reality’

A reaction to Chomsky’s narrow focus on linguistic competence, this
anthropological approach seeks to find holistic explanations for cultural
conceptions and constructions of meaning and behaviour, such as prayer,
weeping, and silence.

Variation analysis (e.g., Labov 1972, Labov and Fanshel 1977)
‘Discourse as a reflection of one’s speech community’

A linguistic approach which looks to social and linguistic factors to
understand patterns of language variation and change.
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6. Conversation analysis (e.g., Sacks, Schegloff, and Jefferson 1974;
Schegloff and Sacks 1973)
‘Discourse as a local construction of social order’
A sociological approach that attempts to uncover the systematic properties
of sequential organization of talk and the social practices that are
displayed by and embodied in talk-in-interaction.

It is to this last approach that we now turn.

Conversation analysis

Background

Conversation analysis (also referred to as CA) is sociological in origin, tracing
its roots to Garfinkel’s ethnomethodology and Goffman’s interaction analysis
(Clayman 1995; Goodwin and Heritage 1990; Heritage 1995;
Psathas 1995; Schiffrin 1994). Garfinkel (1967) was strongly influenced by
phenomenology, but rejected mentalistic claims about social activities
in favor of a process-based approach for discovering how such activities are
constituted and made understandable by those who take part in them
(Clayman 1995). Specifically, Garfinkel wanted to uncover the methods
of reasoning, which are procedural, social, and shared, that are used to
both produce and understand social interaction (Heritage 1995), and
how such knowledge and actions are linked (Schiffrin 1994). These
ethnomethodological influences can be seen in conversation analysis’s
emphasis on actual events (rather than idealizations, constructions, or
reconstructions of events) and on the role of context for understanding social
action. However, ethnomethodology differs from CA in its focus on context;
all the particulars of the actual social context, its ‘situated practice’, come into
play in ethnomethodology, whereas for CA, the sequential turn-by-turn
context is most important. (See Clayman 1995 on this and other differences
between the two enterprises.)

Goffman, on the other hand, as a social anthropologist, was interested in
the ritual, moral, and normative aspects of face-to-face social interaction
rather than the actual procedures for its construction (Heritage 1995; Psathas
1995). Goffman’s work focused on the ‘interaction order’ (e.g., 1981; see also
Drew and Wootton 1988), some of which is summarized here (from Kendon
1988). Goffman observed that when individuals are copresent at a ‘gathering’
and they share ‘a sustained focus of attention’, they engage in communicative
‘interchanges’, where A does something, and then B does something in
response. Some of these ‘doings’ are ‘explicit acts’ that require a response
(others are ‘inexplicit acts’, which don’t); participants know which acts are
‘explicit’ (and should thus be responded to) via ‘frame attunement’. From
these facts Goffman hypothesized that both ‘system requirements’, the
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components that are necessary for any system of communication, and ‘ritual
requirements, the ‘social constraints which smooth social interaction’ (Hatch
1992) are necessary for communicative interchanges to take place. However,
Goffman realized that the system requirements alone could not explain some
observable aspects of interchanges. This led to his proposal of ritual
requirements that could account for such facts as participants’ willingness to
abide by the system requirements, their level of attention and response, and
their agreement on how to shut down an encounter. That is, system
requirements are necessary for communication to take place, but are
insufficient to explain how and why it does take place. (See Hatch 1992 for an
applied linguistics view of system and ritual requirements.)

This is one point at which the conversation analyst and Goffman part ways:
for Goffman, ritual requirements and ‘face’ (both highly individualistic, and
perhaps culture-specific concepts) are the rules governing, and the motivating
basis for, interaction. For the conversation analyst, the domain of interest is
the system organization itself, irrespective of whatever individual
characteristics the participants bring to the interaction (Schegloff 1988).
A second notable difference is that while Goffman would use naturally
occurring data, he was also comfortable working with data obtained from
observations and notes, or even created data (Psathas 1995); in contrast, the
conversation analyst insists on naturally occurring data which are recorded:
data gathered from memory, role plays, and experiments are also eschewed
in CA.

Since the work of both Garfinkel and Goffman underlies the tradition of
conversation analysis, it is a useful introduction to the research on talk-in-
interaction, in which social organization is viewed through an analysis of
direct, face-to-face communication. It is to the analysis of conversation, the
interaction prototype, that we now direct our attention.

What is conversation analysis?’

Conversation analysis (henceforth, CA) is an area of study which emerged in
the 1960s when Harvey Sacks studied under Garfinkel, and later, with
Schegloff, under Goffman. Now, more than thirty years later, one can find
literally hundreds of published CA papers which not only explore the
traditional areas of interest (i.e., the organizational systems of English
conversation; see below) but also a broad range of new topics, such as
institutional interaction, conversation in languages other than English, and the
like (Heritage 1995). Heritage (1999) notes that the field of CA ‘has begun to
show certain signs of maturity: different practitioners have developed
distinctive styles of working and a variety of analytical preoccupations, major
domains and subdomains of study have crystallized, and there are developing
relations with researchers from other fields with distinctive disciplinary

30



2 Conversation analysis

commitments ... we now know a great deal about the core practices through
which actions are designed, sequences are organized, and activities are
accomplished in interaction’ (p. 69).

The primary goal of conversation analysis is to identify and describe
recurrent patterns of organization, present in a variety of materials, produced
by a range of speakers, and to do the same for deviant cases, in which some
regularly produced form or procedure is not used or realized. In both cases,
the analyst tries to relate these conversational procedures to interactional
activities. The basic question facing the analyst is, “Why this now?” instead of
‘that’ or instead of ‘later’. The analyst attempts to model the procedures and
expectations employed by the participants by proceeding as the talk does: on
a turn-by-turn basis. Unlike other approaches to discourse, the conversation
analyst avoids appeal to ‘speaker intent’, since knowledge of the internal
states of the participants is as inaccessible to the analyst as it is to the
participants: all that is there is the talk, and the talk that has gone before. In
theory, no feature or observation based on it is too small, too random, or too
irrelevant or insignificant. What ‘counts’ can only be determined through a
systematic examination of naturally occurring materials. This is one reason
why the conversation analysis transcription process is so lengthy and detailed:
there is no way to know beforehand which features of talk might be important
in later analyses. Just as important is the fact that there is no way to know who
might be interested in using the data at a later time, and what their research
agenda might be. Conversation analysis, then, is really a process more than a
product, because it grows out of the transcription and repeated and prolonged
examination of materials.

It is also worth noting that although conversation analysis has its roots in
the discipline of sociology, it differs from most sociological research in two
important ways: it focuses on descriptive analyses of single cases instead of
statistical analyses of large data aggregates, and it eschews giving any a priori
importance to demographic variables such as gender, class, and the like. Nor
is CA like linguistics, which focuses on isolated sounds or words, or sentences
which are often created. And it is unlike other forms of discourse analysis in
applied linguistics: while a number of these approaches view language as a
form of social action, use recorded interactions as the basis for analysis,
consider context as important, and attempt to model the expectations and
perspectives of the interactional participants, CA differs in several important
ways. As Pomerantz and Fehr (1997) point out, CA ‘rejects the use of
investigator-stipulated theoretical and conceptual definitions of research
questions’ (p. 66). Rather, the conversation analyst attempts to replicate the
important interactional contingencies that the participants are oriented to. This
means that classifying participants by their gender, position of power, and the
like cannot be taken as ‘omnirelevant’ for analysis; ‘persons who occupy
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different positions in some status or power hierarchy do not necessarily make
that difference the basis for all and every interaction between them’ (p. 66).
Secondly, the conversation analyst is first and foremost concerned with the
temporal organization of talk and the interactional contingencies therein.
Actions must be located within an ongoing series of actions. Finally, ‘rules’
of talk in CA are not meant to explicate human conduct by means of a
theoretically derived formula; rather, they are seen as ‘situationally invoked
standards that are part of the activity they seek to explain’ (p. 67).

What is conversation?

From the conversation-analytic perspective, conversation is but one form of
talk-in-interaction, although it has a ‘bedrock status’ in relation to other forms
of talk (Heritage 1995; Sacks, Schegloff, and Jefferson 1974); in other words,
it is the archetypal form of talk-in-interaction. But simply labeling any kind
of interaction as one type or another does not make it so; that conclusion can
only come from an analysis of how the participants orient themselves to the
encounter (Gumperz and Berentz 1993; Schegloff 1988, 1989). In other
words, it is only through an examination of their joint contribution to the
interaction that we can characterize any encounter as a conversation, an
interview, or something else.

Conversation can be characterized by a small set of generic forms of
organization (see Levinson 1983, and Psathas 1995, for a complete discussion
of this topic, and Richards and Schmidt 1983, and Markee 2000, for a second
language acquisition perspective). The turntaking system of English is
perhaps the most obvious aspect of conversational organization (Sacks,
Schegloff, and Jefferson 1974; but see Orestrom 1983, and Duncan 1972, for
different accounts of the turntaking system in English). Turntaking can be
described by a set of rules with ordered options that operate on a turn-by-turn
basis; this is why turntaking is characterized as a ‘locally managed’ system. It
can explain why only one speaker speaks at a time, how next speakers are
selected, where and how overlaps (points where two or more speakers talk
simultaneously) are placed, and how periods of silence occur within the talk
of one speaker (a pause) or between the talk or two or more speakers (a gap).
A turn is made up of turn-constructional-units (TCUs) which have syntactic,
intonational, semantic and/or pragmatic status as potentially ‘complete’.
Because a TCU may be a sentence, a clause, a phrase, or a word, syntax
matters a great deal for determining completeness. Speakers will initially be
allotted one TCU (although most turns are more than one unit) and the
turntaking apparatus applies at the end of each such unit, which is known as
a transition relevance place, or TRP. In fact, we find that the ends of TCUs
and turns are highly predictable using the four ‘completeness’ criteria listed
above; this accounts for ‘the recurrent marvels of split-second speaker
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transition’ (Levinson 1983: 297). This is not to say that overlaps don’t occur,
but that when they occur at TRPs, they are quickly resolved by the turntaking
machinery. An interesting hypothesis proposed by Good (1979) is that
casualness in conversation depends for its realization, in a fundamental way,
on turntaking. Stated in another way, casualness is intimately related to the
permitted length of utterances by participants in a conversation. This line of
thought has implications for a characterization of the oral interviews which
are of interest to us, in which the system of turntaking, as well as turn length,
is hypothesized to differ systematically from what occurs in conversation.

A second domain (and for some, the most fundamental one: see
Zimmerman 1988) of conversational organization is concerned with the
sequencing rules which apply to such talk. The basic structural unit is the
adjacency pair (Schegloff 1990; Schegloff and Sacks 1973), consisting of a
first-pair-part (FPP) and an adjacent, conditionally relevant second-pair-part
(SPP), produced by different speakers. Examples of adjacency pairs include
Question—Answer, Request—Acceptance/Denial, Summons—Response, and so
on. These basic adjacency pairs can be expanded in various positions which
can be described as insert sequences (Schegloff 1972), in which one sequence
is embedded within another, (where turns 2) and 3) in the following example
form the insert sequence: 1) A: Can I have a coffee? 2) B: Large or small? 3)
A: Small. 4) B: Coming up.) and pre-sequences (Schegloff 1968, 1980) in
which one sequence regularly occurs before another sequence (for example, a
pre-invitation which checks potential acceptance of the invitation before it is
asked in order to avoid rejection: 1) A: What are you doing tonight? 2)
B: Nothing. 3) A: Wanna go out? 4) B: Sure.). There are also side sequences
(Jefferson 1972) which are not ‘adjacency pairs’ in the same sense. In such
sequences there is a temporary termination of an ongoing sequence to deal
with some other matter, after which the original sequence is resumed.

The system of repair is a third organizational system which operates to
remedy trouble situations in conversation (Schegloff, Jefferson, and Sacks
1977), specifically problems in speaking, hearing, and understanding.
We can differentiate repair initiation, where the existence of a problem is
acknowledged, from actual correction, which is where the trouble is
remedied. Repair can be initiated in four different positional ‘slots’: same
turn, transition space to possible next turn, next turn, and third turn. In all
cases but next turn, there is a preference for self-initiation of repair and for
self-correction. Self-repair has been examined by Schegloff (1979a), but
other-initiation and other-correction have been studied in more detail (e.g.,
Schegloff 1992. See also two notable applied linguistics studies using
conversation analysis to study repair, Gaskill 1980, and Egbert 1997).

Preference organization, a fourth organizational system of conversation, is
an important aspect of the sequential organization of talk-in-interaction
(Sacks 1987 [1973], Pomerantz 1984). Not all potential second-pair-parts to
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the first-pair-part of an adjacency pair are of equal ‘rank’: some are
‘preferred’ while others are ‘dispreferred’. Preference does not refer to
psychological or individual preferences of the speakers who produce the talk,
but to the structural notion that there are junctures at which participants have
alternate but unequal courses of action available to them — at the level of
lexical choice, turn type, sequence selection, and so on (Lazaraton 1997a). In
other words, dispreferred responses are ‘marked’ and as such are shown as
dispreferred by various means, such as delays in response and prefaces like
‘yeah’ or ‘well’. Granting a request and accepting an invitation are examples
of preferred responses; refusing and declining the invitation are examples of
dispreferred actions.

The overall structural organization of an occasion of talk can be identified
by the openings, pre-closings, and closings sections of conversation
(Schegloff 1979b; Schegloff and Sacks 1973). An examination of
conversation shows that participants orient to these sections in and by their
talk and to the work that is accomplished in them. For example, openings in
telephone conversations are characterized by summons-answer and
identification-recognition sequences as well as greetings and ‘how are yous’.
The openings in face-to-face talk are characterized by greeting sequences, and
in some cases, introduction sequences. Preclosings provide a structural
position in which to bring up some as yet unspoken talk on a speaker’s
agenda. Closings are recognizable by closing implicative talk (such as making
arrangements), passing turns (‘okay’-‘okay’), and a terminal exchange
(‘bye’—‘bye’). (Fuller 1993 and Bargfrede 1996 are two applied linguistics
studies on nonnative speaker competence with telephone openings and
closings.)

A final organizational system that has received some, but not much,
attention is topic organization. The simple reason for this lack of focus is that
‘topical maintenance and shift are extremely complex and subtle matter[s]’
(Atkinson and Heritage 1984: 165). In fact, it may be easier to identify places
where topic changes than to say what it is at any one point in an interaction
(Ross and Berwick 1992). In addition, topic is negotiated throughout
an interaction; it is not static (Dorval 1990). We can distinguish between
‘stepwise topical movement’, where one topic flows into another, and
‘boundaried topical movement,” where one topic is closed and then another is
initiated. Two conversation analysis studies have looked at topic: Button and
Casey (1984) on how topics are generated via ‘topic initial elicitors’
(expressions like ‘what’s new?’); and Jefferson (1984) on how topics are
closed. Hobbs (1990) and Reichman (1990) have taken a more cognitively-
oriented, yet data-based view on topic; in applied linguistics, Wilkinson
(1994) looked at topic nomination strategies in a conversation between two
nonnative speakers of English and found that the students strongly preferred
strategies with overt linguistic markers of topic change, such as ‘first’ and
‘what else’.
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Nonverbal behaviour in conversation

Essentially all of the CA work cited so far has been derived from an analysis
of audiotaped conversation data. It is probably safe to say that nonverbal
behaviour is the least well understood aspect of spoken interaction, but
acknowledged as just as important as the words which are spoken; in fact, it
may be crucial for truly understanding face-to-face interaction. We all know
the difference between listening to something on the radio and seeing it on
television. Why, then, don’t more conversation analytic studies highlight
nonvocal activities? One important reason is that much early CA work was
done on telephone conversation where speakers are not co-present to begin
with. Another reason is that researchers may not have access to videotaping
equipment, or be reluctant to use it because it adds another element of
unpredictability and influence into the encounter. Equally problematic is the
fact that transcribing even small segments of nonverbal behaviour is
frustrating, time consuming, and unwieldy. Finally, videotaping has its own
consequences, as Goodwin (1994: 607) points out: ‘like transcription, any
camera position constitutes a theory about what is relevant within a scene —
one that will have enormous consequences for what can be seen in it later —
and what forms of subsequent analysis are possible.” As a result, researchers
(including myself) tend to rely on audiotaped data up to the point where
questions cannot be answered without consulting the visual record of
the interaction, if it is available. Even then, the videotaped data are usually
supplemental to the audiotaped data and are given a thorough (but not
systematic) examination.

This is not to say that nonverbal behaviour has not been analyzed in its own
right. Researchers interested in language and social interaction have looked at
the role of gaze in interaction, for example, Goodwin (1981), who presents an
extremely detailed analysis of the role of gaze in turn construction and self-
repair (see also Goodwin 1984; Maynard and Marlaire 1992); the role of
gesture, for example, Kendon (1985), who proposes that gestures are related
to speech production when a speaker is concerned about transmission
conditions, such as when communicative circumstances make speech
reception difficult, or about interpretative adequacy, when a speaker wants to
enhance a spoken utterance or express things that are not easily represented in
speech (see also Kendon 1994; Schegloff 1984a); the role of other bodily
movements, for example, Heath (1986), who reports on a multilevel analysis
of verbal and nonverbal behaviour in medical interaction (see also Maynard
and Marlaire 1992; Tannen 1990); and combinations of these three (e.g., Dore
and Dorval 1990; Heath 1984; Mcllvenny 1995; Ochs, Gonzales, and Jacoby
1996; Streeck 1994).

At least one published applied linguistics study has explored the role
of nonverbal behaviour in native—nonnative interaction in a language
assessment interview. Neu (1990) undertook an interactional analysis of two
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oral interviews used for ESL course placement purposes and found that
second language learners can ‘stretch’ their linguistic competence by
effectively using nonverbal behaviour. She concluded that nonverbal
communication plays a critical role in conversational performance, because
such behaviour aids in the discourse management of topic initiation, topic
maintenance, and turntaking. While this conclusion may seem intuitively
obvious, what is important is the empirical evidence she found in support of
these commonsense notions.

These studies should remind us of the importance of considering all of
communication in the study of interaction. As Birdwhistell (1972: 404)
remarks, ‘Any ... analysis which would attend to one modality — lexical,
linguistic or kinesic — must suffer from (or, at least be responsible for) the
assumption that other modalities maintain a steady or non-influential state.’

An evaluation of conversation analysis

This brief overview of conversation analysis should acquaint the reader with
some of the major findings about conversation; the data collection,
transcription, and analytic methodology of CA will be introduced in
subsequent chapters. However, it is worth noting that conversation analysis
has not received universal acceptance from all discourse analysts. One
criticism is that the analytic methodology itself and the descriptive categories
employed are too poorly defined to be usable, teachable, or learnable (Brown
and Yule 1983; Cortazzi 1993; Eggins and Slade 1997; Wolfson 1989).
A second criticism is that conversation analysis pays insufficient attention to
the relationship between form and function (Schiffrin 1994; see also Levinson
1983). Furthermore, the CA transcription system does not account for
intonation or paralanguage (Cortazzi 1993) and is therefore useless for those
working with the suprasegmental aspects of language. There are also
questions as to the universality of the turntaking system proposed by Sacks,
Schegloff, and Jefferson (1974) (Cortazzi 1993; Wolfson 1989; see also
Levinson 1983 for response to this criticism), the ‘bedrock status’ of
conversation as the basic form of speech exchange (Cortazzi 1993), and the
reducibility of all sequences to adjacency pairs (Wolfson 1989). Two
additional problems noted by Hopper, Koch, and Mandelbaum (1986) are
first, that CA methods are very difficult to learn except in a group with a
trained leader, and second, that some researchers will find it difficult to refrain
from coding and counting data, as CA suggests (see also Eggins and Slade
1997 on this point). Finally, on a more conceptual level, Wetherell (1998)
argues that the technical analyses of CA based on participants’ orientations
are too narrow; ‘complete or scholarly analyses’ must also be responsive to
and take into account the social and political consequences of these particular
orientations (but see Schegloff 1998 for a response). Or, as Eggins and Slade
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(1997) argue: ‘Rather than just seeing conversation merely as good data for
studying social life, analysis needs to view conversation as good data for
studying language as it is used to enact social life’ (p. 32).

On the positive side, it is clear that CA has made invaluable contributions
to our understanding of spoken interaction. Heritage (1995: 410) notes that ‘in
this dynamic interplay between findings, theory, and methodology lies the
real strength of CA as a growing and diversifying empirical initiative in the
study of oral communication.’” Furthermore, Goodwin and Heritage
(1990: 301) believe that CA has much to offer other disciplines, such as
linguistics, anthropology, and applied linguistics because it ‘transcends ...
traditional disciplinary boundaries ... by providing a perspective within which
language, culture, and social organization can be analyzed not as separate
subfields but as integrated elements of coherent courses of action.” The recent
book Interaction and Grammar (Ochs, Schegloff, and Thompson 1996) is
an excellent example of work that derives from but synthesizes the three
perspectives of anthropology, sociology, and functional linguistics. In
addition, CA is ‘an approach and a method for studying social interaction,
utilizable for a wide, unspecified range of social phenomena ... it is a method
that can be taught and learned, that can be demonstrated and that has achieved
reproducible results’ (Psathas 1995: 67).

Most importantly, the empirical findings on conversational structure have
been used in the last 15 years by conversation analysts who have turned their
attention to other forms of talk-in-interaction, specifically talk that occurs in
institutional settings. And the prototype of institutional talk is the interview,
the topic which we now consider.

Institutional talk

Interviews are one form of ‘institutional talk’, interactions in which ‘more or
less official or formal task- or role-based activities are undertaken’ (Heritage
and Greatbatch 1989: 47). According to Drew and Heritage (1992), there are
three salient features of institutional talk. First, it shows an orientation to a set
of institutional goals which are relevant to the encounter (e.g., obtaining a
medical diagnosis, courtroom testimony, or a language sample). How and
whether these goals are met is a matter that is negotiated by the participants
in the course of the interaction. Secondly, it is quite clear that there are
constraints on the quantity and quality of contributions that participants make
in institutional encounters. Whether these constraints are of a legal sort (as in
courtroom testimony) or more informal, as in an oral interview, conduct is
shaped according to these constraints. Finally, the interactional inferences that
are operative in conversation may be modified, or even suspended, in
institutional talk. For example, a range of behaviour common in conversation
(expressions of surprise, anger, and the like), if withheld, may indicate
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rudeness or boredom, whereas in institutional contexts, participants seem to
reinterpret these behaviors with the particular institutional goals in mind (for
example, being objective). Since this book is concerned with a specific form
of institutional talk, the interview, we will now look at this form of talk in
more detail.

What is an interview?

Interviews are ubiquitous in the social sciences: it is estimated that 90%
of social science investigations use interview data (Briggs 1986). The
instrumental purpose of the interview is not to be overlooked: an interview is,
above all else, a measurement device whose purpose is to collect valid and
reliable data (Halberstam 1978).

From a sociological perspective, the structure of interview discourse,
which cannot be divorced from the structure of social participation in an
interview, is a worthwhile object of study in itself. To begin with the same
caveat with which conversation was discussed, one instance of talk-in-
interaction cannot be arbitrarily labeled ‘an interview’ while another is
designated ‘a conversation’, because one must look at the way the participants
orient themselves in and to the interaction in order to say that ‘this is an
interview’ and ‘this is a conversation’ (Schegloff 1988, 1989).

Traditionally, the analysis of institutional talk has been done contrastively,
in terms of features of conversation, describing how participants construct the
interaction using such features. For example, Button (1987) proposes that an
instance of talk-in-interaction is realized as an interview by the participants
through their orientation to its organizational and sequential structure. And the
most fundamental way in which participants orient themselves to a particular
instance of talk-in-interaction as an interview is through a special speech
exchange system of turn pre-allocation in which one party asks questions and
the other answers (Button 1987; Frankel 1990; Greatbatch 1988; Schegloff
1989; West 1983). Examples of this type of talk-in-interaction include
classroom talk (McHoul 1978, 1990); course admission interviews (Gumperz
1992a; Lazaraton 1991); courtroom questions and answers (J. M. Atkinson
1992; Atkinson and Drew 1979; Drew 1992); doctor—patient discourse
(Frankel 1983, 1990; Heath 1986, 1989, 1992; Maynard 1992); employment
interviews (Button 1987, 1992); health visitor encounters (Heritage and Sefi
1992; Heritage and Sorjonen 1994); news interviews (Clayman 1988, 1989,
1992; Greatbatch 1988, 1992; Heritage 1985; Heritage and Greatbatch 1989);
school counseling interviews (Erickson and Schultz 1982); survey interviews
(Suchman and Jordan 1990); and standardized oral testing situations
(Marlaire 1990; Marlaire and Maynard 1990; Maynard and Marlaire 1992;
Roth 1974).

Quite a bit of the early work on institutional talk, some of which is cited
above, was based on the premise that the conversation turntaking system is
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modified in institutional talk, but Heritage and Greatbatch (1989; see also
Drew and Heritage 1992a; Heritage 1995) warn that no single interactional
feature will be able to account for the resultant interaction in these
institutional contexts. Heritage (1995) suggests that conduct in institutional
talk is a ‘narrowing’ of conversational behaviour in socially imposed ways.
Although conversation is often used as a reference point for comparison with
other forms of talk (or ‘formal talk’ (see J. M. Atkinson 1982 on this point),
there is now a call for those engaged in this comparative work to show how
participants undertake and develop the interaction ‘so as to progressively
constitute and hence jointly and collaboratively realize’ ... their talk and ...
social roles in it as having some distinctly institutional character’ (Schegloff
1989 cited in Heritage and Greatbatch 1989: 49). That is, we must look at how
the talk is actually constructed for evidence of the participants’ orientation to
such institutional role-based identities. In other words, whatever variations we
find in interactional practice in an interview must lead the participants, first
and foremost, and us as analysts only secondarily, to see the encounter as an
interview (Heritage 1995). And, as Heritage says, finding ways in which
interviews are ‘done differently’ is one thing; specifying how they differ is
quite another matter.

However, it is still the case that interviews (and other forms of non-
archetypal talk-in-interaction) are, in observable ways transformations of
ordinary conversation (Sacks, Schegloff, and Jefferson 1974). Greatbatch
(1988), in his study of news interviews, found that the pre-allocated nature of
turntaking in institutional interview contexts is a transformation of the locally
allocated system present in ordinary conversation. West’s (1983) findings
from medical interviews are similar: conversations and interviews fall along a
continuum regarding predetermination of the degree to which they allow the
use of alternative utterance types by speakers with different identities. For
West, it is not only the order of the turns which is pre-allocated, but their
length and content as well (see also Button 1987 on this point). In fact,
multiple continua may exist for interviews and conversations: in the range of
questions that are asked, in their interactional thrust and import, in the formats
used to construct them, and in the type of answers permitted to them (Sacks,
Schegloff, and Jefferson 1974; Schegloff 1988).

A second point that can be made is that the interview participants may
orient themselves to the encounter as an interview at one point, but this does
not guarantee that the interaction will continue to be realized as such later
on in the talk. An example of this is Schegloff’s (1989) analysis of the
Bush—Rather encounter. At some point in the interview, the interviewee
(Bush) began to talk before the interviewer (Rather) had finished his question;
there was also the emergence of competitive overlap. Both of these
phenomena indicate that the interview ‘as an interview’ had broken down,
because in an interview the participants display their understanding of the fact
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that it is an interview by observing the practice that interviewee does not talk
before the interviewer has finished the question. One possible result of such a
breakdown is that the interaction will become a conversation, or a
confrontation (as Schegloff shows that it did for Bush and Rather), or some
other kind of talk.

The organization of the interview

The basic characterization of an interview as a speech exchange system with
pre-allocated Question—Answer turns is now examined in greater detail. To
highlight some of the findings about the organizational systems mentioned
earlier (especially turntaking, sequence structure, and repair) with respect to
institutional talk, we first take up the system of turntaking. The features of
turntaking present in the news interview data which Greatbatch analyzed
(1988), and which apply more generally to most interviews, include:

1. Interviewers and interviewees systematically attempt to produce
turns which are (at least minimally) recognizable as questions
and answers, respectively.

2. Interviewers systematically withhold a range of responses that
are routinely produced by questioners in ordinary conversation.

3a. Although interviewers might produce statement turn components,
these are normally done prior to the production of questioning
turn components.

3b. Interviewees routinely treat interviewers’ statement turn
components as preliminaries to questioning turn components.

4. Interviews are overwhelmingly opened by interviewers.
5. Interviews are customarily closed by interviewers.

6. Departures from the standard question-and-answer format are
[frequently attended to as accountable and are characteristically
repaired.

(Greatbatch 1988: 404)

These facts imply that there is a system of turn-preallocation at work in
news interviews, but it is not just the allocation of turns which is remarkable:
it is also the content of the turns which is modified in this form of institutional
talk. Several of these observations regarding the Question—Answer format of
news interviews (specifically, 1, 2, 3, and 6) were made in a general way quite
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early on in the history of conversation analysis by Sacks, Schegloff, and
Jefferson (1974: 729-31); they have been reiterated more recently by other
researchers looking at a variety of different institutional contexts. For
example, the survey interviews investigated by Suchman and Jordan (1990)
showed a preponderance of question—answer sequences, and they claim that
these sequences differ in systematic ways from question—answer sequences in
conversation, specifically in what is accepted as an answer. That is, what is
recognizable as an answer is negotiated in the interaction. At times,
elaboration of an answer is disallowed, while at other times an answer that
would be ‘good enough’ in conversation requires more elaboration in the
survey interviews; it is an orientation to these practices which contributes to
the unfolding reality of this experience as an ‘interview’ for the participants.

West (1983), in an examination of question types found in medical
interviews, classified questions as either ‘forward looking’ or ‘backward
looking’. A forward-looking question focuses on the next object in a sequence
whereas backward-looking questions look back to previous talk for an answer
to the question that they present. Repair initiators (like ‘Huh?’), understanding
checks (“You mean John?’) and surprise markers (‘Oh really?’) all look
backwards in time and are ‘conditionally relevant’ questions. Her results
showed a marked dispreference for patient-initiated (forward-looking)
questions and a behavioral orientation to this dispreference by doctors and
patients. These findings were confirmed by Frankel (1990).

Heritage and Sorjonen (1994) looked at the structure of the questions
themselves in home health care visits and found that ‘and-prefaced’ questions
supply a way to achieve ‘agenda-based nextness’ in question design.
‘And-prefaced’ questions treat prior answers as unproblematic and move the
talk forward within or across topic/sequence boundaries as part of a
larger ‘agenda’ of questions. (It is interesting to note that this feature of
question design has been found in oral assessment interaction as well;
cf. Lazaraton 1994a.)

As for the answers that occur in institutional contexts, Heath (1992) found
that in medical consultations, patients withhold substantive responses to
doctor diagnoses, even when invited to do so; Heath sees this behaviour as a
way in which institutional role asymmetries are preserved. In another study
of answers, Greatbatch (1992) looked at the way interviewees in panel
discussions were able to push the question—answer format to escalate
disagreements with others on the panel by framing their answers to
interviewer questions in certain ways. Unlike conversation, where
disagreements need to be resolved by the participants, in the news interview
this is the job of the interviewer, so panel participants did not need to worry
about finding a way to ‘exit’ the disagreement.

Answers were problematic for Gumperz’s (1992a) subjects, speakers of
North Indian languages, who were interviewed by native British English
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speakers for job training placement. Gumperz found a pattern of
‘minoritization’, a process by which stereotypes were formed or confirmed
for these speakers who used stigmatized ‘contextualization clues’, which are
culturally based communication patterns. The nonnative speakers in the
study seemed to be disadvantaged by the sorts of downgraded, minimal, or
irrelevant responses they gave to interviewer questions (see also He 1998 on
this point).

With respect to sequence structure, researchers looking at other specific
institutional contexts have found that the basic structural unit organizing the
talk is not the two-part sequence of Question—Answer (with no third position
receipt markers), but a three-part sequence of Initiation—Reply—Evaluation.
This ‘instructional sequence’ (Mehan 1979, 1985) has been found in
classroom discourse; a similar pattern has been observed in medical
encounters (Todd 1983) as a reflection of the sociopolitical context of talk,
and as a means by which the doctor can control topic by ending a segment.
‘Okay’ and ‘alright’ are two common evaluation tokens that both mark and
manage the closure of one sequence or activity and the transition to another.
They also indicate acceptance and recipiency of a proposed answer (Marlaire
and Maynard 1990).

The work of Marlaire (1990), Marlaire and Maynard (1990), Maynard and
Marlaire (1992), and Roth (1974) deserves special attention because its focus
on standardized testing situations is closely related to the language assessment
situations which are of interest here; their work will be mentioned again
below. To the point at hand, Marlaire (1990) has labeled three-part sequences
of Prompt-Answer—Acknowledgment ‘elicitation sequences’ (or ‘testing
sequences’ in Maynard and Marlaire 1992) and has found them similar to
Mehan’s instructional sequences. By taking a closer look at these third-
position acknowledgments, Marlaire and Maynard (1990) note that a problem
may arise if the intent of the acknowledgment is confused because it may
supply inappropriate feedback to the student. Does ‘good’ or ‘okay’ in third-
position mean that an answer itself is correct (an evaluation) or that the supply
of an answer is adequate (an acknowledgment)? This is one reason why
testers are urged to withhold all such replies (see also Lazaraton 1996b, on
this point).

On the other hand, Greatbatch observed that news interviewers seem to
systematically withhold a range of responses normally produced by
questioners in conversation. These include the full range of third-position
receipt markers, including ‘oh’ (Heritage 1984), continuers (‘mmhmm’),
third-position assessments (‘great!’) and pro-repeat newsmarks (‘He did?’).
These responses are withheld in order to avoid expressing personal reactions
to the veracity or adequacy of a given answer; thus, the neutrality of the
interviewer is maintained because s/he declines the role of ‘report recipient’
in favor of the neutral role of ‘report elicitor’ where ‘expressive caution’ is
achieved. (See J. M. Atkinson 1992 and Clayman 1988, 1992 on these points.)
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Another organizational feature of conversation studied in interviews is the
withholding of repair by interviewers (Button 1987; Suchman and Jordan
1990). Button’s study of answers in employment interviews indicates that
interviewers do not undertake correction of problems in understanding on the
part of the interviewee. Understanding, or the lack thereof, is an interactional
accomplishment that occurs as a result of the way participants organize their
speech. He also found that an interviewee was systematically precluded from
returning to an answer that was just given, by the interviewer ending the
questioning altogether, asking a second, topically relevant but sequentially
disjunctive question, or assessing the relevant answer but talking past a
‘transition relevance place’ (a place in a speaker’s turn where it is possible
for another speaker to begin speaking). It is this second phenomenon
(disallowing a return to a given answer) that, in part, gives the interviewer the
appearance of objectivity by distancing him or herself from the answers given
by the interviewee. More generally, Button’s (1992) study of repair initiation
and accomplishment in these job interviews showed how the speech exchange
itself is organized and structured by the participants, and how such practices
embody the social setting of the interview. By comparing the practices
in ordinary conversation with these interview data, Button demonstrated
how participants orient to the interview context as a relevant locus for
these practices.

Button found that third-position repair initiation by job interviewers was
withheld. Suchman and Jordan (1990) also found a lack of repair in the survey
interviews they examined, but of a different type. The withholding of
correction in the face of interviewee repair initiation, along with a set of
prescribed questions, is thought to contribute to the standardization of the
interview, a crucial prerequisite for it being considered a scientific procedure.
Standardization, in the sense of not varying the wording of questions in the
face of repair initiation by the interviewee, is aimed at preserving the meaning
of the original question. Yet, what may result is differing interpretations
of question meaning by interviewees, which can be a troubling source
of uncontrolled variation. Theoretically, the negotiation of meaning can
be suppressed by the interviewer by not responding to clarification requests,
but this attempt shows a deep misunderstanding of the encounter as a
fundamentally interactional event.

Marlaire and Maynard (1990) show how, in standardized testing situations,
candidates can use ‘tentativeness’ in their replies to initiate repair.
Unmitigated answers present no problems for the participants, although the
student is still sensitive to any evaluative follow-up by the interviewer. But
tentativeness (as in a partial utterance) is actually an interactional resource
which they hypothesize students may use to elicit repair initiation by the
interviewer, the outcome of which is an answer that is the product of
interviewer—interviewee collaboration.
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In other words, the results of standardized testing are, in fact,
a collaborative achievement. Over twenty-five years ago, Roth (1974)
questioned the assumption that intelligence, as measured by IQ tests, is really
an individual phenomenon, based on his study of black and white children
who were administered the Peabody Picture Vocabulary Test by a white
assessor. The taped and transcribed interactions showed that children
understood and responded to test items in ways that were not, and, in fact,
could not, be recorded by the test. Roth claims that while the testing process
may be ‘standardized’ against population norms (a psychometric issue), the
‘normatively organized interaction’ (a sociological issue) on which such
psychometric standardization is based cannot be taken for granted, since there
is no guarantee that all testers will uniformly administer the test to subjects.
The sociological ‘rules’ for testing interactions are always embedded in a
particular context, and the processes of interaction in these contexts will vary
from subject to subject, even if the outcomes (i.e., scores) are equal.

In two related studies, Marlaire (1990) and Marlaire and Maynard (1990)
looked at a specific standardized testing situation, special education
assessments of children with developmental disabilities. Like Roth, they
found that test results are really collaborative productions: testing prompts are
not preformulated and given as simple stimulus items; in fact, they can be
elaborated, reformulated, or reduced. That is, the tester is more than just
a conduit for questions, and test ‘performance’ is really a collaborative
achievement. While they do not claim that interactional processes distort the
test scores, they see the interviewer as more or less implicated in student
performance, because the assessment process is by nature co-produced.

Maynard and Marlaire (1992) also studied a ‘blending’ test, where a
clinician breaks up words into parts and the child reconstitutes the word by
saying it correctly. Videotaped data of three clinicians testing 10 children,
3-8 years old, were analyzed. Their major finding was the existence of what
they term the ‘interactional substrate’ of such testing, defined as the skills of
both the clinician and the child that are employed in the encounter to arrive at
an ‘accountable’ test score; these skills include questioning, answering,
initiating repair, correcting, evaluating via feedback, and the like. Although
these actions aren’t being tested, Maynard and Marlaire posit that the abilities
which are fundamentally depend on them. One result of this substrate is that
children can be socialized in the test situation to produce an incorrect
response, which shows not incompetence per se but rather the (unintended)
effects that the structure of the interaction has on testing outcomes. They see
this substrate as an uncontrolled environmental condition that impacts on the
validity of resulting test scores: ‘Ultimately interviews as real-worldly
accomplishments are inseparable from the substrate or scaffolding of skills
through which participants make both the process and its products observable
in their specificity’ (p. 196).
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Summary

To conclude this section, an important point made by Suchman and Jordan
(1990) is that it is not the case that interviews are ‘structured’ and
conversations are not; rather, conversations and interviews fall along a
continuum and the difference between the two lies in where the structure
resides — ‘inside’ the interaction, as in a conversation, or primarily, but not
exclusively, external to the interaction, as in an interview. And as Heritage
(1995: 410) points out, there is no single ‘royal road’ to analyzing institutional
talk since it varies so widely by task and setting; however, we are lucky to
have a wealth of empirical findings, some of which have been summarized
here, from which to start.

Conclusion

This chapter has overviewed the analytic approach of conversation analysis
and its relationship to institutional talk. The empirical findings of CA in
relation to both conversation and interviews are fundamentally relevant to our
work in applied linguistics, as they supply a means by which we can
understand oral interaction. More specifically, CA offers us a method with
which we can analyze the interaction that takes place in face-to-face oral
assessment, which, until very recently, was overlooked in the test validation
process. Subsequent chapters will detail the steps in the CA process, which
will ultimately allow us to examine specific oral test validation questions that
have been, and can be, answered using this research methodology.

Notes

1. Since entire books have been written on this topic, the whole of CA
cannot be covered adequately here, or even in this book; suffice it to say
that this section is a very abbreviated version of what can be found in
Atkinson and Heritage (1984), Levinson (1983), and Psathas (1995). The
interested reader is urged to consult these original sources. A glossary of
some important CA terms can be found in Appendix 1.

2. And it is not just researchers studying oral interviews who seem to be
confused by this issue. Duncan, in his 1972 paper on turntaking, uses
‘conversation’ in the title, ‘face-to-face interaction’ in the abstract, but
switches to ‘interview’ in the paper itself. Schiffrin (1987) admits that her
data come from interviews but then goes on to report the results as if they
originated in a truly ‘conversational’ context. Several times Fiksdal (1990)
mentions the goal of collecting ‘natural conversation’ in her study but
continually refers to the encounters as ‘interview’ sessions. The point is
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not to disparage the work of these researchers or that of the language
testers cited earlier, but to demonstrate that the confusion over the terms
‘conversation’ and ‘interview’ is both deep and widespread.
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J Data collection and selection

* Introduction

¢ Collecting audiotaped data

* Collecting videotaped data

e Selecting data for transcription/analysis

. Data transcription

¢ Understanding transcription philosophy

* Understanding transcription goals

* Learning the conversation analysis transcription system
* Considering the mechanics of transcription

* Using the conversation analysis transcription system

* Transcribing languages other than English

* Transcribing nonverbal behaviour

Since it is only possible to undertake the type of qualitative discourse
analysis that this book describes if one has access to audiorecorded and/or
videorecorded data that can be represented visually via a transcript, decisions
about the technical issues of data collection and transcription are important
aspects of the research process.

There are a number of issues to consider before, during, and after
collecting oral assessment data, such as integrating data collection into the
assessment process, reducing the potential intrusiveness of recording
equipment and its possible effects on candidate and examiner performance,
collecting enough data to ensure that a sufficient sample will be available for
analysis, setting criteria for selecting a sample if it is unfeasible, difficult, or
impossible to transcribe and/or use all the data collected, and deciding
whether to collect only audiotaped data, only videotaped data, or both. The
second section of this chapter explores issues related to data transcription,
including becoming familiar with the actual notational conventions, learning
the system and training others to use it, transcribing languages other than
English, and transcribing nonverbal behaviour. Although transcription is,
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without a doubt, a tedious task, detailed, accurate transcriptions of taped
interactions are critical for doing quality conversation analysis, since the
transcripts along with the tapes become the data for the project. It may be
tempting to produce a ‘quick and dirty’ transcript, but such a plan often
backfires when later on a feature transcribed superficially, or not transcribed
at all, emerges as an important factor in the analysis. Additionally, since a
theory of interaction and of the world may be unconsciously implied by the
way one designs and produces a transcript (Ochs 1979), care at this stage
is crucial.

Data collection and selection

Introduction

It is axiomatic to say that a conversation analysis of interactional data cannot
take place in the absence of carefully prepared transcripts, and reliable
transcripts can only be produced if one has a quality record of the interaction
from which to work. Up until very recently, tapes of oral examinations were
collected for rating purposes only, so that such tapes could be rated at a later
time, or compromises could be reached in the case of rater discrepancies. For
these reasons, little attention was paid to audiotape quality: interactions may
not have been completely recorded, with the beginnings and/or endings cut
off; one might be able to make out the candidate’s words, but not more than
that. In other words, issues of completeness and hearability were not a
primary concern.

With a new interest in collecting oral examination data for research and
training purposes, in addition to the rating uses they may have, concerns about
tape quality have emerged as important issues. A number of researchers
working with oral test data have found that poor audiotape quality not only
limited their analyses, but may have had a negative influence on raters
themselves (see McNamara and Lumley 1997 on this last point). Fortunately,
if one goes to the trouble of recording oral data at all (in terms of obtaining
equipment, setting it up, and training examiners to use it), it requires only
a modest additional effort to get the equipment and the recordings up to
standard for the type of analysis this book advocates. However, we can
anticipate some resistance to any changes in examination procedures, some of
which are worth considering. Let’s look at these in turn.

First, examiners may see no need to audiotape data at all if rating is
done on the spot. However, it is unlikely that there are many large-scale
examinations that do not tape data for later rating or other purposes.

A second more problematic objection might be that it is one thing to record
examinations for later rating, but to record them for analysis is another matter.
What if the examiners themselves fear that a more careful recording of the
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tapes will make it easier to put the spotlight on them and their actions?
Actually, tape quality makes little difference here for noting gross violations
of proper interview protocol.

Perhaps the examiners themselves will claim they have too much to worry
about without the additional burden of having to collect taped data, much less
quality taped data. However, if the test administrators make quality data
collection part and parcel of the examination process, it will become a
standard procedure. At a recent UCLES Senior Team Leader Conference, the
UCLES staff informed the leaders that careful recording of tapes is now a
routine part of the assessment process, that test validation is ongoing, and that
recording is one aspect of that validation process.

A quite legitimate concern is that the candidates and the examiners will be
negatively impacted by the presence of any recording equipment, whatever
the purpose of having it might be. This issue applies to essentially any social
science research that depends on some sort of observation of behaviour, and
is a classic example of the ‘observer’s paradox’ to which Labov (1972) refers.
The problem comes down to the conflict between, on the one hand, needing
data on how people behave when they are not conscious of being observed,
and on the other, needing to use potentially intrusive means to gain access to
such data. Fulcher (1996b) and Wylie (1993) both noted that their subjects
reported feeling nervous in the presence of a video camera. However, because
many oral examinations do videotape the assessments for a variety of
purposes, Fulcher suggests that ‘if recording equipment is to be used during
the test, its position and proximity to the students must be considered
carefully’ (p. 32). And even though we can detail precisely how any recording
was accomplished, we cannot, unfortunately, calculate the effects of recording
on that interaction.

Yet, there is research which indicates that while the presence of recording
equipment is a potential concern for its effect on interaction, the equipment
invariably becomes a routinized element of the scene and does not interfere
with the willingness to interview or be interviewed (Kendon 1979).
Furthermore, participants in an interaction (except perhaps on the telephone)
routinely orient their behaviour to observation by others, so it is really
a question of whether the communicative behaviour in front of camera differs
from behaviour without it (Goodwin 1981). It is commonly thought that after
about five minutes, participants get used to the camera or tape recorder
being there and forget about it. Also, if recording is a normal aspect of
the assessment process, while perhaps distracting, it is, in fact, part of the
interactive context.
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Collecting audiotaped data

Now let’s look at some suggestions for collecting quality audiotaped data.
The first suggestion is to consider carefully the location of recording

equipment. The fact is, to get really high quality tapes, recording in a studio
will always be superior to a regular classroom (Alderson, Clapham, and Wall
1995). Additionally, the use of external, lavaliere microphones is a way to
guarantee quality recordings. While these are perhaps valid suggestions for
recording tapes for training and standardization purposes, they are probably
unfeasible for regular test administrations. The technical expertise and
financial investment required, and the potential for intrusiveness of this
artificial setting may make such a decision undesirable, if not impossible. So,
assuming that studio recording is not possible, here are some other
suggestions:

* Use a quiet room, one where the assessment will not be interrupted by
other people, and where distracting noises such as airplane noise, street
traffic, sirens, telephones, and the like will be minimized. It is a good idea
to make test recordings beforehand to detect unwanted sources of noise.

* Arrange the candidates and equipment in ways that maximize hearability
(for audiorecording) and visibility (for videotaping). Some examinations
now dictate how candidates should be arranged. A face-to-face
arrangement encourages interaction; a side-by-side configuration
encourages attention to a third party or object (Goodwin 1981). The
important point is to make sure the candidates are closest to the
microphone, and equally so, since distance from the microphone seems
to be a more important factor in tape quality than microphone quality
(Goodwin 1981). Here are the directions for room set up for the Key
English Test (UCLES 1997a, p. 6-7):

Before starting any speaking tests, examiners should try and arrange
the furniture in the room in the most suitable way.
A non-intimidating atmosphere should be created.

An ideal situation is a room containing a round table so that
candidates and examiners can position themselves as in Diagram 1.
The assessor should sit at a suitable distance from the table so that
he/she can clearly hear the candidates and interlocutor, but far enough
away so that it is obvious to the candidates that he/she will take no part
in the interaction. The assessor should be able to see the candidates
and be visible to them.
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Diagram 1 Diagram 2
Cand. Cand.
Cand. Cand.
Ass Ass
Int. Int.

Sometimes, examiners will have to put long tables together or use a
square one. Then, seating should be organised as in Diagram 2.

Candidates should be facing the interlocutor in Part 1, and facing each
other in Part 2.

Use a high quality tape recorder with prominent external microphones, or
use multiple recorders, if necessary.

Test all equipment before the assessments start and after any breaks.
Don’t put papers on top of or near the microphones; they muffle and
interfere with the sound.

Use high quality, longlasting audiotapes that will withstand repeated
playing.

Alert candidates in pre-materials that they may (or will) be taped as part
of the assessment process. This lets candidates know beforehand that this
will happen and why — they will not be surprised by the presence of
audiotaping (and/or videotaping) equipment when they arrive at the
examination.

Be sure the tape recorder is turned on prior to the candidates coming in to
the room and is not turned off until after they have left. This takes practice!
Remember, the beginnings and endings of an interaction may be
important, if not for rating, then for other analytic purposes.

Remind candidates to speak up so they can be heard. Probably 25% of the
oral assessment tapes I have listened to over the years have been unusable
because candidates, particularly soft-spoken females, did not speak loudly
enough to be recorded. This reminder to candidates has been made a
regular part of a number of UCLES Speaking Tests.

Record only one assessment per side of an audiotape. Not only does this
make it easier to keep track of how many tapes and interactions there are
(1 per side = 2 per tape), it is a frustrating waste of time to have to play
through a side of a tape to find the beginning or some other part of another
interaction.

Label each tape clearly according to instructions. There is nothing more
annoying than having tapes mismarked, or not marked at all. When one is
dealing with large datasets that are taped and include score sheets and
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other printed materials, the better the labeling system, the easier it will be
to locate the appropriate material. Test administrators should come up
with an easily understood and efficient system beforehand and make sure
that examiners know how to follow the system.

* Once the assessments are complete, make copies of all tapes before doing
anything else. This is crucial! Tapes have a way of getting misplaced,
recorded over, etc. And using a high quality tape duplicator will ensure
that copies are as good as the originals, which can be put away for
safekeeping.

Collecting videotaped data

The earlier discussion of nonverbal behaviour in Chapter 2 reminds us of the
additional philosophical (is videotaping more intrusive than audiotaping?),
methodological (how will I deal with the data that I collect?), and technical
issues (what kinds of things can go wrong with a videocamera?) that arise
with videotaping. Nevertheless, there is widespread agreement that videotape
is inherently superior to audiotape for analyzing face-to-face interaction.
Interactions ‘come alive’ in a way that one cannot imagine if one has not been
exposed to the audiotape of an interaction and then the videotape. Having
access to the visual channel means that the nonverbal behaviour which occurs
can heighten or contradict what is heard on the oral channel. It is easy to see
who is saying what when there is more than one examiner and/or candidate;
this is especially useful if there is more than one speaker of the same gender,
and particularly if they are of the same L1. Finally, videotape provides a nice
backup if the audiotaped data are unusable.

In addition to the suggestions made above about audiotaping, here are
some additional considerations with videotaping:

* Generally, videocameras with built-in microphones will not pick up sound
to the degree necessary for a microanalysis of the data — it will still
probably be necessary to audiorecord the data as well.

* Consider the tape format used for recording, and be sure that it will be
compatible with other videotape players that may be used (VHS, NTSC,
PAL, Super 8, etc.).

* Be sure to instruct any camera operator about how to record the data.
Since camera position itself has theoretical implications in terms of what
is considered important in a scene (Goodwin 1981), decide beforehand
where the cameras should be. The cameras should be turned on and run
until the tape needs changing, since there is no way of knowing
beforehand how much of what is recorded will be relevant or not. Don’t
allow the operator to ‘get artistic’ with camera angles or to decide when
to turn the camera on or off.
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Selecting data for transcription/analysis

It is unlikely that the researcher will be able, or even want, to transcribe all the
data which are collected. For one, in a large scale test administration with
hundreds of candidates, this kind of work will be too time consuming. Perhaps
a subset of the tapes, based on some preset criteria of representation — gender,
proficiency level, L1, etc. — can be selected. Another reason that all the data
cannot be analyzed is that at least some of them will be unusable — this
is a given. As was mentioned earlier, up to 25% of the tapes I have been
asked to transcribe are cut off, too hard to hear, etc. Plan for this ahead
of time!

Summary

Care taken at the data collection phase of conversation analysis will pay off
when it comes to transcribing and analyzing the data. Institutionalizing data
collection procedures ensures that both examiners and candidates are aware
that data will be collected and for what purposes. A number of tips to consider
before, during, and after collection of audiotaped data were proposed; a few
additional suggestions were given for collecting videotaped data. A reminder
was made that not all data collected may be amenable to transcription: there
may be too much of them or they may not be of sufficient quality. Researchers
are urged to plan for this sort of attrition before collecting the data.

It must be noted that this section has discussed data collection in terms of
currently available and widely used technology for audiocassette tapes.
However, vastly superior forms of technology are on the horizon and deserve
brief mention here. The digital format is here to stay, which means that
recordings can be made and stored in a format that will not deteriorate. DAT
tapes and the recorders for them are widely available. Another option is to
record on audio CD or minidisk.

Additionally, a ‘wave file recording’ can be produced using widely available
software. The wave file can then be saved like any other computer file on
hard disk, CD ROM, etc. A current UCLES project involves collecting
an archive of performance from Speaking tests on traditional and
contemporary media. Further research will be undertaken on this archive. Such
research might include taking advantage of software functionality
to mark sections of speaking test recordings and to store information related to
duration of test sections in a database.

Data transcription

Once one has collected some data for analysis, the next step is to transcribe
them using some sort of conventional notation. One such system is introduced
in this section: the notational system of conversation analysis. Before turning
to a description of the actual system, some background on the philosophy and
goals of transcription, and the ways in which one can learn and teach the
system, is necessary.
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Understanding transcription philosophy

Discourse analysts generally agree that the act of transcription embodies one
or more of the following characteristics: it is selective in nature, conventional
by design, theoretically motivated, socially situated, and methodologically
driven (P. Atkinson 1992; Edwards 1993; Fairclough 1992; Goodwin 1981,
1994; Green, Franquiz, and Dixon 1997; Gumperz 1992b; Mehan 1993; Ochs
1979; Roberts 1997).

Ochs (1979) is one of the most frequently cited sources on the situated
nature of transcription. In her article ‘Transcription as Theory’, she points out
a number of ways that bias creeps into the transcription process, discussing
issues ranging from the privileged status of topmost and leftmost information,
so that native-speaker, adult, verbal speech is prioritized over nonverbal
behaviour or the speech of children, to some concrete suggestions for setting
up less biased transcriptions.

Mehan’s (1993) study of the referral process by which students are
considered for placement in special education classes in California attempts
to ‘uncover the discursive and organizational arrangements that create
descriptions of students as handicapped’ (p. 245). Working within the
sociological tradition of ethnomethodology, Mehan was interested in how
social structure is constructed, and embodied in everyday interactional
practices. Specifically, he was concerned with how ‘texts’, loosely construed,
are derived from discourse generated in a different, prior setting: ‘such texts,
generated from a particular event in the sequential process (e.g., a testing
encounter), become the basis of the interaction in the next step in the sequence
(e.g., a placement committee meeting). These texts become divorced from the
social interaction that created them as they moved through the system,
institutionally isolated from the interaction practices that generated them in
the preceding events’ (p. 246). I hope that the parallel to discourse-based
research on the oral assessment process is clear: the tape of an original
assessment interaction is rated at a time and place divorced from its original
context, and if it is transcribed and analyzed as well, it is even further removed
from that context. Clearly, Mehan’s study has direct bearing on the sort of
work in which some language testers are engaged.

The ‘politics of representation’ that Mehan discusses is also of interest to
Roberts (1997) and to Green, Franquiz, and Dixon (1997). These authors see
transcription as a fundamentally political act that involves not just decisions
about what to put down on the page, but how participants are represented,
why, and towards what end. Although the obvious goal of transcription is
‘fixing sound and vision on the page’ (Roberts: 168), we are reminded that
transcription is not only representational, it is also interpretive in that our
values are shown in what we choose to transcribe. Transcripts are never ends
in themselves: they are analytic tools produced within a research paradigm for
particular purposes. The question then becomes, how do we ensure that
readers are aware of these more ideological issues?
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Roberts (p. 170) has several suggestions to help us remember ‘that we are
transcribing people when we transcribe talk:’

1. Where appropriate, use standard orthography, even when the
speaker is using nonstandard varieties to avoid stigmatization
and to evoke the naturalness of their speech, and never use ‘eye
dialect.’

2. Work as closely as possible with the informants to gain agreement
on how they wish the features of their speech to be represented.

3. Think about some experimental ways in which speakers’ voices
can be conxtextualized/evoked, but do not underestimate the value
of robust design principles for maintaining consistency and
accuracy.

4. Use a layered approach to transcription, offering different
versions and different levels — some relatively more ethnographic,
some using fine-grained widely accepted transcription systems to
give different readings.

5. Be more reflexive about the whole process of transcribing.

Speaking about ethnographic transcription, P. Atkinson (1992) reminds us
that ‘transcripts of permanent recordings are not “literal renderings”. ... There
is no possibility of ‘literal’ and unmediated apperception and recording’
(p- 16). Transcription is a process with decisions made each step of the way.
He points out that there is no one best method of transcription and none is
inherently more ‘natural’ than any other: all are what he calls ‘conventional’,
meaning that using certain orthography and punctuation involves employing
certain conventions to reconstruct and represent speech. Furthermore, we are
reminded that ‘the choice of conventions is thus a choice about the
representation of persons as social and moral actors in the text’ (p. 24).

But the problematicalness of transcription really occurs on a more basic
level, that of hearing (Goodwin 1981). Hearing and understanding talk is
problematic for participants in interaction, as is evidenced by the robustness
of the repair system in English as it is deployed in various settings. Talk can
and does occur under less than ideal conditions, and transcripts that are
produced with background noise are even more difficult to transcribe.
Because of this, we need to remember that different people may hear different
things on a tape, and may then produce a different transcript from what we
ourselves generate.
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Understanding transcription goals

What are the goals of transcription? According to Psathas (1995: 11-12),
transcription involves the use of an agreed upon system of symbolic notations
for describing details of interaction to provide researcher and reader with
sufficient information on what and how people were speaking when recorded.
Comprehensive transcripts incorporate linguistic, paralinguistic, and
nonverbal information (Jacoby and Ochs 1995) and capture as much of the
actual sound and sequential positioning of the talk as possible (Atkinson and
Heritage 1984). Sacks (1984) notes that ‘the phenomena ... are always
transcriptions of actual occurrences in their actual sequence’ (p. 25). With P.
Atkinson’s (1992) point in mind about every system being both unnatural and
conventional, the transcription system of conversation analysis (CA) tries to
preserve some key features that organize the structure of talk-in-interaction,
such as pauses, intonation, turn-taking, and the like. Obviously, the CA
system is not exhaustive; it doesn’t represent every possible feature of speech
or interaction, nor does it claim to. In particular, it will probably not be
suitable for those interested in the phonemic, prosodic, or intonational aspects
of speech production, and has been criticized on these grounds (e.g., Cortazzi
1993). Sacks (1984) maintains that ‘the tape-recorded materials constitute a
“good enough” record of what happened. Other things, to be sure, happened,
but at least what was on the tape had happened’ (p. 26). Researchers are, of
course, free to broaden the system by adding new symbols to their
transcriptions if they find a feature of talk needs to be represented, but lacks
a symbol. For example, Chervenak (1996), in her analysis of narrative speech
by international teaching assistants, required symbols for representing
pronunciation errors and reduced syllables while still using the basically
alphabetic system of CA. She ended up enclosing +pronunciation errors+ and
&reduced syllables& with additional symbols. Additionally, the researcher
may find that some symbols in the system are too detailed for his or her
purposes and will not use all the symbols available. Dubois (1991) details and
exemplifies a number of useful principles for designing and adapting different
transcription systems.

In fact, the major transcription systems of conversation analysis, discourse
analysis, etc. are as much about features of speech as they are about the
various intellectual commitments of these approaches. Unfortunately, not
everyone engaged in discourse analysis uses the same system of transcription
(just as with phonetic transcription, there are several systems to transcribe
phonemes), and even more unfortunate is that very few writers even tell
us which system was used to transcribe the data they present. Psathas (1995)
warns us that ‘the use of varying and inconsistent notation systems could
possibly confuse ... and would not be conducive to the cumulations
of findings concerning the same phenomena’ (p. 12). Therefore, only one
system, that of conversation analysis, is introduced here.

56



3 Data collection and transcription

One of the most useful sources on this issue of transcription systems is
Edwards and Lambert (1993), in which a number of researchers explain their
own transcription and coding schemes. According to Edwards (1993), ‘data
accountability’ is the primary issue in transcription: transcripts need to be true
to the nature of the interaction, using conventions that are practical in terms
of data management and analysis. Although the system that she proposes and
the ones described by the other contributors in the volume deviate in
important ways from the system which is described here, her discussion of the
many practical decisions involved in transcription is well worth reading.
Another interesting perspective is Haarman’s (1998) comparative analysis of
three transcription systems (conversation analysis, a discourse analysis
transcription system, and a sociolinguistic transcription system), which shows
how each system is uniquely suited to the analytic goals of researchers
working within those areas. Schiffrin (1994) presents four discourse
transcription systems in the appendix of her book.

Learning the conversation analysis transcription system

It is a fact that most people who learn the transcription system of conversation
analysis do so by studying with researchers who are themselves trained in the
system of producing and analyzing transcripts. I can only describe how I teach
participants in my graduate seminars on discourse analysis, and how I was
taught in similar classes on conversation analysis, to transcribe using
this particular notation (but see Hopper, Koch, and Mandelbaum 1986 for
suggestions on structuring a group listening activity that can be adapted
for individuals).

First, we listen to a brief taped interaction several times without the
transcript, pooling our observations. Then, the transcript is distributed and we
read and continue to analyze the segment, noting what each of the
transcription symbols means.

The next step is a homework assignment. I start out by assigning a
transcription of a short excerpt, maybe a minute or so with which I am
intimately familiar, through transcription and listening of my own. Students
are to produce a transcript using the symbols; I point out that experienced
transcribers usually take about one hour to produce a good transcript of
five minutes of interaction, so they should not be spending hours on the
assignment.

The students then submit these efforts and I mark my own hearing on their
pages, suggesting that they go home and listen again with my comments in
front of them. They are told from the beginning that we will all hear different
things, but the point of the assignment is to try to hear what I have heard on
the tape over many, many listenings.
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In some respects, this procedure mirrored my own training (although
I teach it on a much tighter schedule), where a group of us actually sat in
a room, listening to and attempting to transcribe a short segment, over, and
over, and over again. We then shared what we heard in order to come up with
a transcript that we all agreed on (more or less). It was quite remarkable how
our expectations, assumptions, and predictions about what was on the tape
shaped our hearing; it was only through repeated listening, discussion, and
then more listening that the passage would begin to make sense to me. How
much listening is necessary? Hopper ef al. (1986) suggest ‘a) transcribe
until things come into clear focus, and b) transcribe until you see things
begin to recur over and over’ (p. 177). According to Psathas and Anderson
(1990: 77), the goal of listening/transcribing is to experience the interactional
event as an actual occurrence; to be able to ‘hear/see it in his/her head’ where
the mind becomes a ‘replay machine’. While this may sound a little strange,
I can attest that when I have listened to a tape enough times, I will be able to
recall (and sometimes even reproduce) the speech in just the manner it was
produced; I am also reminded of snippets on a tape from time to time when I
hear someone use an expression or intonation pattern that was used on the
familiar tape.

Two important implications of these anecdotes can be noted. First, it is
difficult to learn the system of conversation analysis transcription alone, but
if this becomes necessary, it is a good idea to have a transcriptionist
experienced with the system check the resulting transcript. With the six or so
research assistants that learned transcription from me, all of them had taken
one or two of my classes where they had learned to do transcriptions. Even
after this training, when the projects they worked on required transcription, I
asked them to produce just one transcript initially, which I ‘corrected’ and
used to point out features they needed to pay attention to. Moreover, all the
transcripts they produced for the project were checked, for accuracy and for
beginning to familiarize myself with the data, when they were finished and
before I started any analyses of my own.

This leads to a second implication, which is that transcription is more than
a product: it is a process which is inseparable from the conversation analytic
endeavor. For this reason, it is generally not a good idea to hire professional
transcribers to produce transcriptions, or to expect that secretaries will be able
to produce transcripts with the necessary amount of detail in them. As Psathas
and Anderson point out (1990: 91), what is needed to do conversation analytic
transcription is ‘training in the approach and procedures used by conversation
analysts, engagement in the research and training process in order to
experience repeated listenings/viewings, awareness of the analytic issues
involved in the discovery of interactional phenomena, and the effort to
produce a detailed transcript of some segment of interaction for oneself.’
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3 Data collection and transcription

Considering the mechanics of transcription

Selecting equipment

The most important piece of advice here is to use a transcriber, if possible.
These inventive machines (also known as Dictaphones) have a foot pedal that
controls the direction and speed of tape playback, which frees the hands to
type or write notes. Sony and Panasonic both produce transcribers that cost
about $200-500 US. Of course, it is always possible to use a regular tape
player to play back, but this becomes very tedious and is actually quite
inefficient because the hands are not free for typing when they are working
the recorder. The same problem arises in transcribing from a CD or computer
sound file: clicking the buttons which control playing the tape make typing at
the same time impossible.

Selecting a typing font

Monospaced fonts, such as Courier, are best for preparing transcripts since
they are easiest to align vertically on the page.

Setting up the page format

Here is a sample first page from a CAE (Certificate of Advanced English,
UCLES 1997b) transcript:

(1) caE 1

Godmer House, Oxford 2

November 1995 3

Bentley (148)/Carlson (624)4

Tape 1 (18:15) °

Candidates Farhad K. (5007) and Tomoko M. (5008) 6
Transcribed by Erin Chervenak, January 1996 7

18 1N1:? (my) name's To:m, (.5) and this is my colleague, (.2)
2 Laura (.2) [%she's (just) going to% (.) listen to you but
3 IN2: [hi:
4-—-->IN1: she might talk to you a bit later. (.5) and (.) YOUR names
5 are?
6 (.2)
7 TM: Tomoko.
8 (.8)
9 IN1: Tomoko?
10 (.5)
11 FK: my name is Farhad
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Ordinarily, the top left of the first page of the transcript will identify the
recording with relevant information, including at least the date and place of
recording and the participants. Here, the examination is identified (1), the test
site is recorded (2), and the administration date is given (3). The fourth line
contains information about the examiners (4), with their names as well as their
examiner numbers. Since Bentley is listed first, he is the interlocutor for the
particular assessment. In the next line, the tape number is given as well as the
length of the assessment (5). Although numbering tapes initially is usually
arbitrary, once a tape becomes Tape 1, this is how it is subsequently identified.

The candidates are then listed, by name and by number (6). Obviously, care
must be taken to preserve the anonymity of participants once data are made
public (and may be required by human subjects protections laws at
universities). Either pseudonyms (as are all examiner and candidate names in
this book), initials (as shown above for the two candidates), or other
identifying features (such as interviewer role as above for the two examiners)
may be used to identify participants. It is worth noting, though, that in
conversation analysis, at least, ‘... the mundane nature of most of the kinds of
interactional phenomena studied hardly raises any issue concerning privacy.
In addition, the fact that most researchers are concerned with interaction in its
own right, rather than with the particular persons or places or institutions
providing the data, serves to alleviate concerns about privacy’ (Psathas 1995:
45). The transcriber might often identify herself and give the date the
transcription is prepared (7); this is optional.

The actual set-up of the transcript, including margins, spacing, and
alignment, may vary. Here, line numbers are printed down the left hand
margin (8). At least four spaces are left between the line number and the
speaker identification markers (9) so that arrows, as in line 4, will fit nicely.
Note also that there are spaces between the identification markers and the
actual speech.

Finally, it is worth pointing out what may seem obvious: that the talk is
segmented into turns. In the fragment above, Interviewer 1 has two turns: one
that is presented in lines 1, 2, 4, and 5, and the other in line 9. Interviewer 2
has one turn in line 3; the candidates have one turn each, in lines 7 and 11.
Remember, turns begin and end at points of speaker transition.

Using the conversation analysis transcription system

Let’s look at using the transcription system. Any number of books
(e.g., Atkinson and Heritage 1984; Ochs, Schegloff, and Thompson 1996;
Psathas 1995) explicate the system, using basically the same features; I have
used these features but with examples from my dissertation data (Lazaraton
1991) to illustrate each. A list of symbols can be found in Appendix 2.
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A point worth repeating is that not all symbols will necessarily be needed
for producing a quality transcript. The transcriber is free to ignore certain
symbols, or to create new symbols for features of importance. Nevertheless,
the conventional CA thinking is that it is best to put in as much detail as
possible in any transcript, for two reasons. First, one does not necessarily
know when producing a transcript what research questions might be asked,
and answered by the data. Therefore, transcribing as much detail as possible
insures that the details will be there if they are needed. Secondly, others who
may use these transcripts in the future may need those details; in fact, you
yourself may need that amount of detail in some future project.

One more reminder: the transcript should represent speech as ir is
produced, not as it is understood (Zimmerman 1988); don’t correct it in any
way! This reminder is particularly relevant for transcribing the contributions
of nonnative speakers in interaction, which may contain phonological, lexical,
and syntactic errors.

A. Pausing

A great deal of research has shown that silence has import for interaction
(see, for instance, the chapters in Tannen and Saville-Troike 1985, and
Jefferson’s 1989 empirical study of silence, which suggests a ‘standard
maximum’ silence of one second in conversation). For example, in my
dissertation data, interviewer silence following student assessments of
language ability showed, and helped to accomplish, interviewer objectivity in
the assessment process. Since participants in interaction can, and do, produce
talk with no hearable silence between turns or as ‘latched utterances’ (Feature
13 below), silence takes on meaning, particularly a negative meaning, that
projects some sort of interactional trouble. Therefore, properly transcribing
silences is important, especially for studies of turn-taking and speaker
transition. However, the CA transcription system does not strive for some sort
of scientific measurement that one would achieve by use of a stopwatch or a
metronome; rather, the transcriber aims for internal consistency within a
transcript or a dataset, so that a sort of ordinal scale of silence emerges which
is internally consistent. In other words, it is the difference between silences of
a half a second (.5) versus one second (1.0) that is significant, not whether the
half second is really four tenths of a second. It is important to remember that
silence lengths cannot, and should not, be compared across different
transcriptionists, since we cannot be sure if their personal measurement
systems are really the same. Finally, we need to remember that verbal silence
does not mean that nothing else of importance is going on at the point —
videotape always shows that there is.
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3 Data collection and transcription

1.

62

Periods of silence are timed in tenths of a second by counting ‘beats’ of
elapsed time. A convenient method to use is the ‘no-one-thou-sand’ rule,
where each of the four beats in the expression represents about a quarter
of a second. So, if during the silence you can say ‘no’, transcribe (.2); ‘no
one’ (.5), ‘no one thou’ (.8), and ‘no one thousand’ as (1.0). Silences
appear as a time within parentheses: (.5) or (0.5) is five tenths of a second.
For silences over one second, use ‘one one thousand’, ‘two one thousand’,
etc. Look at the four transcribed silences shown in the fragment below
(each feature being explained is shown in bold type):

(2) CA: uh: I came he:re (.5) uh:: (1.0) uh:::: nineteen eighty
ni:ne summer. (.) a:nd (.5) still I have been here...

‘Micropauses’, silences of less than (.2) seconds (in other words, those
that are less than the ‘one’ in the ‘no-one-thou-sand’ counting method) are
symbolized (.), as in line 2 above.

One issue that vexes transcribers is how to display silences which appear
between turns: who ‘owns’ the silence? This brings up the distinction
between a ‘pause’ and a ‘gap’, two technical terms that CA employs. If the
turn is not yet hearably complete, either syntactically, intonationally, or
pragmatically, the silence is considered within-turn and is called a pause.
Pauses occur as the first, second, and fourth silence points in fragment (2)
above. However, the third silence, the micropause (.) in line 2, occurs after
a possibly complete turn unit and is a gap which could be transcribed as
shown below:

(3)CA: uh: I came he:re (.5) uh:: (1.0) uh:::: nineteen eighty
ni:ne summer.
(.)
CA: a:nd (.5) still I have been here...

This shows that this micropause is a possible point of speaker transition at
the end of the CA’s first turn, although the interviewer does not take a turn
here. There is no one ‘right’ way to transcribe a case like this; either works,
although the second system will take up much more space on the page.

What would be incorrect would be to put a silence at the end of a turn
where speaker transition is relevant:
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(4) CA: I:'m the student in: TESL program (.5)

IN: you a:re.

This is incorrect because CA’s turn is a possibly complete TCU, and the
silence therefore does not ‘belong’ to her; the gap, as it is called, should
be on its own line:

(5)CA: I:'m the student in: TESL program
(.5)

IN: you a:re.

Don’t confuse end of furn gaps with end of line pauses — remember that
the physical layout of the page may force one to place a silence at the end
of a line:

(6) CA: I just .hhh went in front of the class n then .hhh (.8)

do: impromptu speech

Finally, it should be noted that other transcription systems may use a
combination of + signs and/or dashes to show silences, or, if the
transcription is very rough, pauses may be shown as untimed:

(7) CA: I just .hhh went in front of the class n then .hhh ((pause))
do: impromptu speech

B. Features of speech production

Although even a rough transcription can show what was said, only a detailed
system such as CA notation can indicate how something was said. A rough
transcript may represent the word ‘okay’ just as ‘okay’, using standard
orthography. However, this will mask the different ways that ‘Okay’ can be
said: ‘O:ka:y’, ‘Okay?’, ‘Okay!’, each of which has potentially different
meanings. Therefore, it is important to transcribe the features of speech
production that may figure centrally in any analysis.

2. A colon (:) represents a lengthened sound or syllable; more colons prolong
the stretch. One can use the ‘no-one-thou-sand’ system to transcribe
multiple colons, if necessary. Whereas the vowel in line 5 below gets
lengthened only a little, the vowel in line 3 gets elongated a great deal
more:

(8)CA: I (.5) transfer to UCLA two years ago .hhh (so) altogether
.hhh I have been in this country for six yea:rs
IN: o:::h
(-5)

IN: wo:w.
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Be careful not to confuse colons with spaces inserted in words in order to
fill an overlap or align text: this formatting convention says nothing about
how the word was pronounced:

(9) IN: wutz yr last name?=
CA: =Marietti [M. A. R. I. E. ] TT I

IN: [¢marieti% yeah no problem. ]

Here the letters of the candidate’s name were spread out in the overlap
space so that it would appear balanced with the interviewer’s overlapping
turn.

A dash (-) shows a cut-off of the prior sound or word, often a self-
interruption; its termination is noticeable and abrupt:

(10) IN: are you thinking about thirty four then for— as a

course or—

Inward arrows (> <) indicate that the talk speeds up, is compressed, or is
rushed; outward arrows (< >) show the talk slows down, is spaced out, or
said slowly:

(11) IN: uh:- (.) in: the:se particular cla:sses (.) <I think it's
like fi:ftee:n or tw:e::nty maximum.>

(12) IN: why don't you tell me something about yourself like
country of origi:n la:nguage uh pro:gram you're in: an: (.)
>things like that<.

Underlining or CAPS denotes a word or SOund is emphasized or spoken
more loudly. Some systems may use italics for this purpose.

(13) IN: uh:— (.) in: the:se particular cla:sses (.) <I think it's
like fi:ftee:n or tw:e::nty maximum.>

(14) IN: uh:— (.) in: THE:se particular cla:sses (.) <I think it's

like fi:ftee:n or tw:e::nty MAXimum.>

Per cent signs (% %) represent quiet talk. Degree signs may also be used
for this purpose:

(15) IN: mbye
CA: %bye$%

(16) IN: mbye
CA: °bye°
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A psk indicates a lip smack; fch, a tongue click:

(17) IN: psk! (m)- wu- where are you from.

(18) IN: tch! alright .hhh wu- wu- is: what is: your native

la:nguage.

C. Features of aspiration
The letter ‘h’, alone or in multiples, is used to represent inhalation,
exhalation, and laughter. While transcribing these finer details of speech
production may seem pointless, it should be remembered that inhaling and
exhaling have implications for speaker transition: in-breaths in particular can
indicate that someone is beginning to speak; exhalation may indicate holding
a turn or the end of a turn. Finer transcriptions may use one, two, four, or
more or ‘h’s to accurately represent the sound produced, but I use three ‘hhh’s
all the time:

8. A .hhh shows an inbreath; .hhh! represents strong inhalation:

10.

11.

(19) IN: .hhh u:m ((sniff out)) (.8) are you pla:nning to be a

teaching assistant at any point?

hhh shows exhalation; hhh! represents strong exhalation:

(20) IN: because yur la:nguage is really (.) not (.) the problem
CA: hhh! t(hhh!)hank y(hhh)ou

(hhh) indicates breathiness within a word:

(21) IN: because yur la:nguage is really (.) not (.) the problem
CA: hhh! t(hhh!)hank y(hhh)ou

hah, huh, heh, hnh all represent ‘laugh particles’ (Jefferson 1985), and are
used depending on the sounds produced. All can be followed by an (!),

signifying stronger laughter:

(22) IN: I'm sure that you— (.) got something out of it
CA: hhh! huh! heh! [I don't know] huh! huh! .huh!
IN: [heh! huh!]

Some rough transcriptions may just use ((laugh)):

(23) IN: I'm sure that you- (.) got something out of it
CA: ((laugh)) [I don't know] ((laugh))
IN: [ ((laugh)) ]

65



3 Data collection and transcription

D. Features of intonation

12. Traditional punctuation marks are used to indicate intonation. They do not
show clausal structure and should not be taken to indicate syntactic or
grammatical forms like sentences or questions.

a) A period (.) represents falling intonation, and may or may not signal the end
of a sentence:

(24) CA: uh: I came he:re (.5) uh:: (1.0) uh:::: nineteen eighty

ni:ne summer.

b) A question mark (?) indicates rising intonation, and may or may not signal
an actual question:

(25) IN: .hhh u:m ((sniff out)) (.8) are you pla:nning to be a
teaching assistant at any point?

¢) An exclamation mark (!) shows animated talk:

(26) CA: I'm too shy to [try it

IN: [n(hh)o no! no! no! no! no!

Finer transcriptions may also use a question mark followed by a comma
(?,) to represent rising intonation which is weaker than that shown by a (?),
and a comma (,) to show continuing intonation.

d) To show a marked rising shift in pitch on a word or sound, a carat (*) (or
sometimes an arrow, ( 4) is used:

(27) CA: ...I:'m .hhh in my fourth ye:ar n expecting to graduate
this su:mmer.
(-2)
IN: "“o::h, uh huh? oh good

E. Turntaking

One of the features that all CA transcripts share is a careful representation of
the features of turntaking. This means showing timed silences between
utterances as well as utterances which overlap or latch. I personally find this
the most frustrating and difficult mechanism to transcribe — it often seems to
me that each time I listen to a tape I hear something slightly different in terms
of overlap and latching. On the positive side, unless one’s analysis depends
crucially on some feature of turntaking, we do the best we can with these
features. (And, many transcripts I have seen do not even attempt to show
turntaking behaviour — they represent talk as if the exchange of turns is neat
and orderly with no gaps, latches, or overlap!)
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13. An equal sign (=) denotes a latched utterance, with no interval between
utterances:

(28) IN: wutz yr last name?=
CA: =Marietti

14. Brackets ([ ]) show overlapping talk, where utterances start and/or end
simultaneously. Left brackets show the start of an overlap — sometimes this
is all that is transcribed:

(29) CA: I'm too shy to [try it
IN: [n(hh)o no! no! no! no! no!

Right brackets show the end of an overlap:

(30) IN: wutz yr last name?=
CA: =Marietti [M. A. R. I. E. ] TT I
IN: [$Marieti% yeah no problem. ]

F. Transcriptionist conventions

15. Capitalization: generally speaking, CA transcripts use capital letters for
proper nouns like names, the first letter of the first word in the sentence,
and the like. Some transcribers eschew this and allow capitals to stand
only for increased volume.

16. The arrow (--->) shows a feature of interest to the analyst:
(31)-->CA: I would like to have some more (funny) (.) stuff

17. Words within empty parentheses () are doubtful or uncertain. Empty
parentheses mean that no reliable hearing could be made for talk at that
point:

(32) CA: I would like to have some more (funny) (.) stuff

(33) CA: I would like to have some more ( ) (.) stuff

Sometimes alternative hearings are shown:

(34) IN: this is your— this is your [last name
CA: [ (oh right there/uh huh)

This notation can indicate disagreement or possible hearings by co-
transcribers or double hearings by one transcriber.

67



3 Data collection and transcription

18. Double parentheses (( )) give a description of non-vocal action, or details
of scene, such as coughs, snorts, sniffles, telephone rings, throat clearing,
etc.:

(35) CA: yeah(hh). .hhh [n (.) ] so (.) that's why I take
[ ((feedback)) ]
this course.

(36) IN: ((sniff)) .hhh a:nd uh what's your ma:jor?

(37) IN: .hhh u:m ((sniff out)) (.8) are you pla:nning to be a
teaching assistant at any point?

(38) IN: you certainly don't sou:nd like you've only been here
a wee:k [you sound
CA: [ ((snort)) hhh huh!

(39) IN: okay so [hello
CA: [ ((clears throat))

19. Ellipsis ... indicates that part of a turn has been omitted:

(40) CA: I:'m .hhh in my fourth ye:ar n expecting to graduate

éhis su:mmer.
Vertical ellipsis shows that some intervening turns have been omitted:

(41) IN: a:nd um: (.5) tell me som— (.2) where are you fro:m n
what's your native language

((5 pages of transcript))

IN: that's good. hhh do you have any questions for me?

20. Numbering of lines: Line numbering is done for convenience or reference,
and should NOT be used as measures of timing, number of turns, number
of utterances, etc. It is recommended that every line, including silences, be
numbered. Look at the examples below:

(42) 1 CA: I (.5) transfer to UCLA two years ago .hhh (so)
altogether .hhh I have been in this country for six
yea:rs

2 IN: o:::h
(.5)

3 IN: wo:w.

With this sort of numbering, it is more difficult to locate and describe features
that occur in CA’s first turn. For example, if I want to talk about inbreaths,
I can distinguish between the first and second in the first two lines, but this
gets much more difficult in longer turns of many 