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Series Editor’s note

This is the second volume in the series Studies in Language Testing, and is based
on data collected during work carried out for the first volume An investigation
into the comparability of two tests of English as a foreign language (1995).
Antony Kunnan was involved in this project and used some of the additional data
collected to write a doctoral dissertation under the supervision of Lyle Bachman,
at the University of California, Los Angeles. This volume is essentially a lightly
edited version of that dissertation. It has been published in this series because it
represents a significant piece of research, related to the work being done in
Cambridge, and of relevance to those involved in language testing. It is
unfortunately often the case that work of this kind is never seen by more than a
very few people. However, this volume documents effectively a complex
approach to construct validation that has aroused some interest in recent years.
It can serve as a useful overview with worked examples for those interested in
the use of structural modeling in the construct validation of language tests.

Although much data on test taker characteristics was collected during the
study that led to Volume 1 in this series, only a limited amount was reported on,
with Chapter 5 investigating the effects of test preparation on test performance
through the use of regression analyses and the Mantel-Haenszel procedure.
Kunnan has taken the research further and he looks at the relationships between
previous exposure to English both at home and abroad, motivation and monitor-
ing and performance on various components of the First Certificate in English
(FCE) produced by Cambridge, and the Test of English as a Foreign Language
(TOEFL), produced by ETS. Kunnan uses a structural modeling approach,
which, although complex, allows for the hypothesised relationships among
constructs as well as between constructs and observed variables to be repre-
sented.

Since An investigation into the comparability of two tests of English as a
foreign language was carried out in 1988, Cambridge has continued to work on
and sponsor research that attempts to better understand the relationships between
candidate characteristics and performance with a view to improving the quality
of Cambridge examinations and, in a broader sense, contributing to second
language acquisition research. A bank of questionnaire items has been devel-
oped and trialled and is in the process of being validated at the time of writing.
This process is taking place both under the direction of Lyle Bachman at the
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Series Editor's note

University of California, and under my supervision in Cambridge. The bank has
items in two main areas which focus on a total of seven subcategories as follows:
Area 1 Socio-Psychological Factors

1 /}ttitudes

2 Motivation

3 Anxiety

4 Effort

Area 2 Strategic Factors
5 Cognitive Strategies
6 Metacognitive Strategies
7 Communication Strategies
It is anticipated that this work will be published in the series in 1997.
To conclude, I would like to express Cambridge's thanks to Antony Kunnan
for this work which is an important contribution to the Studies in Language
Testing Series.

Michael Milanovic
Cambridge, June 1995
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Preface

This study is a slightly revised version of my doctoral dissertation submitted to
the University of California, Los Angeles, in December 1991. My interest in the
topic area of test taker characteristics, test performance and construct validation
began with my association with the Cambridge-TOEFL comparability study,
directed by Professor Lyle Bachman. It was during this time I became interested
in factor analytic and structural modeling techniques. Bringing these two aspects
together under the umbrella of construct validation research was my major task.
Needless to say, I would have achieved much less if it was not for the many
professors and researchers who helped me in my attempt.

I wish to express my gratitude and my indebtedness to Lyle Bachman of
UCLA for generously giving me and this project hundreds of hours of his
precious time, for insightful discussions on language testing issues, for reviews
on earlier drafts of my manuscript, and for financial support for the projects.

I also want to acknowledge others who gave generously in different ways
towards the project: Professor John Schumann for raising appropriate ontolo-
gical and epistemological issues in SLA and language testing research, Professors
Bengt Muthen and Peter Bentler for technical advice and methodological
strategies on structural modeling, and other UCLA colleagues and language
testing researchers who were often the best critics: Brian Lynch, Fred Davidson,
Miyuki Sasaki, Toru Kinoshita, Patsy Duff, Sally Jacoby, Sara Cushing, Jim
Purpura, Helen George and Maureen Mason. Of course, none of these people is
to be held responsible for any errors or points of view that are found in this study.

Finally, I would like to thank Michael Milanovic of UCLES for his encour-
agement from the start of the project to now when the project is being published
under his editorship, and Helen Goring for her patience and attention to detail
during the publication process.

As always, I am grateful to my wife, Suchi, for her assistance in many ways,
too numerous to list here.

Antony John Kunnan
Pasadena, California
March 1994






Introduction

Context of the problem

A recent concern among researchers in the field of language testing has been the
identification and characterization of the individual characteristics that influence
performance on tests of English as a foreign language (EFL) or English as a
second language (ESL). One group of characteristics that has been identified and
characterized to some extent is what is broadly called test taker characteristics
(TTCs) or background characteristics (Bachman 1990). These test taker
characteristics include personal characteristics or attributes such as age, native
language and culture, and gender, educational characteristics such as background
knowledge, previous instruction or exposure to English, as well as cognitive,
psychological and social characteristics such as learning strategies and styles,
attitude and motivation, aptitude and intelligence, field dependence and
independence, extroversion and introversion, and anxiety, personality, and risk-
taking.

Research on several of these characteristics or factors from the perspective of
second language acquisition has shown that some of these influence language
learning todiffering degrees (Gardner 1985, 1988). However, from the perspect-
ive of language testing, the influence of these characteristics has not been given
sufficientattention, althoughresearchin this area could contribute directly to the
construction of a theory of construct validity of EFL test performance.

The goal of this study, therefore, was to investigate and explore the influence
of some of these test taker characteristics on EFL test performance and in doing
s0, hopefully, to contribute towards a theory of construct validation for EFL test
performance. Methodologically, this study used a structural modeling approach
developed in the 1970s. Structural modeling involves the formulation of models
by positing relationships among constructs, like those based on test taker
characteristics and EFL test performance variables, evaluation of these models,
and if the models do not adequately explain the relationships, the proposing of
alternative substantive models, evaluation of these and so on. Thus, model
formulation and evaluation as a way of exploring the structure of the relation-
ships formed the crux of this study. This did not mean the method used was
unfocused empiricism for its own sake. Rather, it followed, in the words of
Cronbach (1989), not a “strong program of construct validation” which involves
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formal hypothesis-testing but “a weak program of construct validation” which
involves widespread support for explanations from many perspectives.

It was this researcher’s hope, then, that this study, while not aspiring to
provide any definitive answers to the research questions, would suggest the
direction for a program of research that would focus not on confirming or
rejecting a set of hypotheses but instead on seeking explanations for the
phenomena that were being investigated. Cronbach (1989:165) puts this
approach best when he states that

the investigation should aim to illuminate the test and the related
construction so that persons making decisions see more clearly
how to use the test, and those pursuing research know where the
greatest perplexities lie.

Model formulation and construct validation

Model formulation and evaluation of the structure of psychological and educational
tests (or structural modeling) have been inextricably tied to the concept of
construct validation. Construct validation, which began as an alternative to
content analysis, criterion validity and predictive power, has evolved over the
last four decades and has now taken centre stage (Messick 1989). In the 1950s,
the concept was understood as the strict “nomological network™ as proposed by
Cronbach and Meehl (1955) and with the dominating influence of logical
empiricists like Wittgenstein (1922), Ayer (1936) and Popper (1962), models
were strictly formulated with hypotheses or had a convergent and discriminant
validation emphasis (Campbell and Fiske 1959).

As formulated by the American Psychological Association Committee on
Psychological Tests (1954) and introduced formally by Cronbach and Meehl
(1955:283), aconstruct was defined as “a postulated attribute of people, assumed
to be reflected in test performance” and it was proposed that tests should be
evaluated with regard to data such as group differences, correlational results and
internal structure of tests. This emphasis on construct, according to Bentler
(1978:288), “represented an important attempt to make substantive theory
relevant to the typical process of test construction and evaluation”. Messick
(1980:1015) characterizes construct validation in a similar vein:

Construct validity is indeed the unifying concept that integrates
criterion and content considerations into a common framework
for testing rational hypotheses about theoretically relevant
relationships.

But many researchers found several aspects of the Cronbach-Meehl proposal to
be vague and unclear: Loevinger (1957) was dissatisfied with the term “construct”
and suggested the use of the term “traits” while Bechtold (1959) objected to the
concept as well as the implementation. Bentler (1978:288) states that “the value
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of the concept has remained a source of some contention (Campbell 1960;
Cronbach 1971)” and he argues that

one major source of confusion regarding the concept of construct
validation and its possible contribution to social sciences lies in
the difficulties associated with operationalizing the procedure. If
a more concrete methodology to implement the concept could be
devised, many of the controversies surrounding the idea might be
eliminated.

In order to remedy this situation, Bentler (1978:289) proposed a causal-
modeling approach to construct validation, extending the Cronbach-Meehl
framework by going beyond the traditional primary focus. Bentler states that this
approach would be

concerned with the construct validity of a substantive theory,
focusing immediate attention on the entire nomological network
of associations of a given construct to other constructs and
manifest variables.

Though Bentler’s proposal was new at the time, his use of the central notion of
“nomological network” was an echo of the Cronbach and Meehl (1955:23)
approach: “To validate a claim that a test measures a construct, a nomological
net surrounding the concept must exist”.

Over the last decade, however, the central focus of the concept of construct
validation has changed. Messick (1989:23) summarizes the shift in focus, thus,

Indeed, descriptions of construct validity in terms of nomological
networks still occur inthe present chapter, as they did in precursors
to it ... but no longer as a requirement or defining feature of
construct validation. Nomological networks are viewed as an
illuminating way of speaking systematically about the role of
constructs in psychological theory and measurement, but not as
the only way. The nomological framework offers a useful guide
for disciplined thinking about the process of validation to the
exclusion of other approaches such as causal explanation or the
modeling of operative mechanisms.

Messick (1989:48) also proposes a distinction between “nomological validity”
and “nomothetic span”, a term made popular by Embretson (1983). Nomothetic
span, in Messick’s words,

refers to the empirical network of relationships of the test to
measures of other constructs and criterion behaviors. Technically
speaking, nomothetic span is broader than nomological validity
asordinarily conceived because it explicitly includes correlations
of the test with other measures of the same construct and with
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other measures of the same construct obtained under different
conditions.

Embretson (1983) offers more detail in her characterization of nomothetic span;
she includes multiple measures of each construct as well as targeted predictive
relationships between the test and specific criterion behaviors. In this way,
criterion related evidence is subsumed under the umbrella of construct validation.
Embretson’s nomothetic span also indicates the predictive importance of the test
as a measure of individual differences.

Messick (1989:48-9) sums up the value of using the nomothetic span
concept:

The stronger and more frequent the test’s correlations with other
variables that should correlate with the construct on theoretical
grounds, the wider the nomothetic span. Furthermore, if the
constructs operative in test performance have been previously
identified in the construct representation phase, quantitative
models that permit a priori construct specification may be applied
to the correlational data. Forexample, path-analytic or structural
models (Bentler 1980; James et al., 1982; Joreskog & Sorbom,
1979) may be used to appraise the extent to which the component
constructs can account for the test’s external pattern of
relationships.

From a philosophical perspective too, the construct validation “method of
inquiry” suggested by the nomothetic span fits well with the Kantian inquiry
system. The Kantian system, as put forth by Churchman (1971), entails the
formulation or identification of alternative perspectives on a theory or problem
representation which explicitly recognizes the strong intertwining of theory and
data. Messick (1989) states that “a Kantian inquiry system starts with at least two
alternative theories ... from each are developed corresponding alternative data
sets or fact networks. Contrariwise, the Kantian approach might begin with an
existing fact network, for which alternative theories are then formulated” (p. 31).
The hope of this approach is that from one of the multiple alternative theories,
one or several may be identified as best in one or several senses. Once again as
Messick (1989:31) puts it:

The standard of validity for a Kantian inquiry system is the
goodness of fit or match between the theory and its associated
data. The Kantian approach s suitable formoderately ill-structured
problems, where diverse perspectives need to be examined in
order to be able to conceptualize the issues, as in dealing with a
complex social problem such as alcoholism or a complex
theoretical problem such as the nature of achievement motivation.
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Churchman (1971:177) compares the Kantian with the Lockean inquirer in this
manner:

The Lockean inquirer displays the “fundamental” data that all
experts agree are accurate and relevant, and then builds a
consistent story out of these. The Kantian inquirer displays the
same story from different points of view, emphasizing thereby that
what is put into the story by the internal mode of representation
is not given from the outside.

Recent papers that have followed the Kantian perspective, Quine's (1953)
arguments against hypothesis-testing and Feyerabend's (1975, 1981)
methodological pluralism in the field of second language acquisition include
Schumann's (1993) case for exploration instead of hypothesis-testing and
falsification and Van Lier's (in press) arguments for pursuing understanding in
different ways.

Modeling in language testing

While modeling or structural modeling in language testing is not new, it was only
in the late 1970s that language testers began to posit theories of language
proficiency and test them. The focus of these and other researchers has been
rather specific: they investigated the “components”, “traits” or “factors” of
language proficiency (Oller 1979; Oller and Hinofotis 1980; Hinofotis 1983;
Sang et al. 1986; Boldt 1988; Hale et al. 1989) and convergent and discriminant
validation through the multitrait-multimethod matrix approach (Bachman and
Palmer 1981). These researchers generally followed the Cronbach and Meehl
(1955) framework of construct validation through the strong form of “‘causal
modeling”, the defining feature of which is a “nomological network”.

It was only in 1990 that a more comprehensive and unified model of language
test performance was put forward by Bachman (1990) who posited that four
categories of influences on test scores are communicative language ability, test
method facets, personal attributes or test taker characteristics, and random
measurement error. This formulation provides a framework for an empirical
investigation of a network of relationships which can finally relate the four
categories that influence test performance.

This present study used this framework to investigate the relationships among
test taker characteristics and test performance in order that this investigation can
contribute to a theory of construct validation of EFL test performance. Messick
(1989) and Embretson (1983) call this kind of construct validation process a
“nomothetic span”. Skehan (1991) characterizes this as typical of the kind of
individual difference research in second language learning which is “to study
individuals through constant categories that apply to everyone” (p. 293). Once
again, philosophically, this expanded approach to construct validation is similar



1 Introduction

to the Kantian method of inquiry that is capable of dealing with complex social
problems.

As Cronbach (1989:155) counsels, while discussing French’s (1965) exposi-
tion of the Achilles’ heel of factor analysis:

The explanation of atest performance depends on the respondent’s
process or style. Therefore, no one explanation for a test score is
adequate. We will have to accept the viability of alternative
explanations, and then will need to explain why the person uses
one process rather than another.

Perhaps, in the coming decades, advances in cognitive psychology and
information-processing will suggestdirections forresearchin test taker strategies
and styles, an area not addressed in this study. And, perhaps, then, language
learning and testing research might become idiographic in style, that is, in
Skehan’s (1991) words, a research approach which believes that “the individual
canonly be understood as an individual, without the straitjacket of other people’s
categories” (p. 293). Even if it does, the concept of “nomothetic span” through
structural modeling could provide the necessary theoretical base for investigations
of construct validation of tests and test performance so that idiographic style
research could be supplemented adequately.

Purpose

This study investigated and explored the influences of test taker characteristics
on EFL test performance by using a structural modeling approach. The specific
purpose was to provide empirical evidence from a nomothetic span perspective
for the factors that influence test performance. A clarification should focus this
point: in any test situation (including the language test situation), there are test
takers and tests. Test takers (in ESL/EFL) come to the test setting with certain
personal attributes or background characteristics that may have a critical
influence on their performance in the tests, in addition to the influence exerted
by their language abilities. Thus, there is a nomothetic span, a set of structural
relationships, in language testing that contributes to test taker performance
which in turn impacts on the construct validation of tests.

Specifically, this study posited several models regarding the structure of
certain test taker characteristics and EFL proficiency tests and the influences of
these test taker characteristics on EFL test performance. These models were
based on substantive theories in language testing and second language acquisi-
tion, and on preliminary exploratory factor analyses. Then, these relationships
were explored and satisfactory explanations of fit of models to data were sought.
In addition, the study investigated the extent to which similar models fit data
from different groups based on native language, such as two native language
family groups, Indo-European and non Indo-European. The general research
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question was: What are the relationships among test taker characteristics and test
performance on EFL proficiency tests?

Significance

This study can contribute to the field of language testing and second language
acquisition in theoretical, methodological and practical ways. First, although
previous studies in second language acquisition have investigated the relationships
among some test taker characteristics and language achievement (Gardner
1985), only a few studies (Stansfield and Hansen 1983; Hansen and Stansfield
1984; Fouly 1985; Chapelle 1988) withrelatively few variables have investigated
these relationships from the language testing perspective. The results of this
study can, therefore, inform language test developers and researchers regarding
the factors that influence test performance, and, therefore, about the validity of
the theoretical underpinnings that inform these language tests. Bachman
(1990:166) writes about this very concern:

A major concern in the design and development of language
tests... is to minimize the effects of test method, personal attributes,
that are not part of the language ability, and random factors on
test performance.

In addition, in terms of construct validation research, this study used test taker
characteristics as well as test performance data, unlike many previous studies in
language testing that have investigated the construct validation of tests based
solely on test performance (Bachman and Palmer 1981), with the exception of
the few studies mentioned earlier (Stansfield and Hansen 1983; Hansen and
Stansfield 1984; Fouly 1985; Chapelle 1988).

Methodologically, the study’s use of a greater variety of EFL tests (10 in all)
and a much more heterogenous population (from eight countries) than Gardner
(1985) or Fouly (1985) increased the challenge and made this an interesting
research study. In addition, structural modeling with EQS, which is a new
statistical software for structural modeling (instead of LISREL, which has been
the preferred software with language testing researchers), can provide us the
opportunity to examine the software for future research in the field.

In addition to the theoretical and methodological significance, this study can
provide useful insights for language testing practitioners. For example, signifi-
cant structural relationships between test taker characteristics and test perform-
ance for the different groups (non Indo-European and Indo-European) can
inform test users and test developers as well as language and curriculum
developers and language teaching materials writers.
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Definition of terms

Theoretical definitions of terms frequently used in the present study are given
below:

Test taker characteristics

Bachman (1990) has characterized test taker characteristics, or personal attributes,

as one of the four factors that affect language test scores or sources of variation

in language test scores. These characteristics are made up of, in Bachman’s list

of sources, “cultural background, background knowledge, cognitive abilities,

sex, and age” (1990:350). The three other factors or sources are communicative

language ability, test method facets, and random factors.
In addition to the characteristics mentioned by Bachman, four kinds of

characteristics have been discussed in the SLA literature:

| previous exposure to English obtained through formal and/or informal
exposure in their home country; and

2 previous exposure to English obtained through formal and/or informal
exposure in an English speaking country (if they visited such a country);
and

3 metivation orientation to learn English, whether this was instrumental or
integrative (Gardner and Lambert 1972); and

4 monitoring (Krashen 1985) their own speaking and writing for English
language errors as well as monitoring other people’s English language errors.

Language proficiency

Language proficiency has been defined in many ways: from early frameworks
like the skills and components model by Lado (1961) and Carroll (1961, 1968)
to the context of discourse and situation models by Halliday and Hasan (1976)
and Hymes (1972, 1973) and more recently to Canale and Swain (1980). Based
on the last study, Bachman (1990) proposed a communicative language ability
(CLA) model of language proficiency.

From these definitions, a language proficiency test can be operationally
defined in this way: if a test developer uses the skills and components model, the
proficiency test could reflect those components, and the language proficiency
tests under development would focus on skills and components; on the other
hand, if a test developer uses Bachman’s communicative language ability
model, the proficiency test could reflect the components of the communicative
language ability model, and the language proficiency tests under development
would focus on the three communicative language ability components. At this
point in language testing research, however, it is an empirical question as to
whether patterns of test performance conform to these operational definitions.

In this study, the EFL proficiency tests are broadly based on the skills and
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components model. The tests are organized basically into reading, writing,
listening, and speaking skills. The tests are: the First Certificate in English
(FCE), papers 1 to 5, developed and administered by the University of Cam-
bridge Local Examinations Syndicate (UCLES 1987), the Test of English as a
Foreign Language (TOEFL), parts 1 to 3, and the SPEAK, which are the retired
forms of the Test of Spoken English (TSE) both developed and administered by
the Educational Testing Service (ETS), and the Test of English Writing (TEW),
developed and administered by the Cambridge-TOEFL Comparability Study
researchers (Bachman et al. 1995).

Structural modeling

Structural modeling or structural equation modeling is a way of representing
hypothesized relationships between constructs and observed variables and
among constructs based on substantive theory or previous empirical research. In
this approach, in brief, specific models are defined by sets of equations relating
variables and constructs and these models are empirically tested. The terms
structural or “causal” are generally used interchangeably but in this study
“structural” will be preferred, as the term ‘“‘causal”, as in causal modeling, is
inappropriate for this study. This is especially true because the purpose of this
study is not to find causes for certain phenomena but rather to seek explanations
for certain structural relationships.

EQS

EQS (pronounced like the letter “X”) is a structural equations statistical software
program developed by Bentler (1989) for multivariate structural modeling
analysis. This program implements a general mathematical and statistical
approach that helps researchers conduct linear structural modeling.

Limitations

There are several limitations on the scope of this study. The results of the study
are of limited generalizability in many areas. First, the issue of population
generalizability: the subjects for the study were adult non-native speakers of
English from eight countries — Brazil, Egypt, France, Hong Kong, Japan, Spain,
Thailand and Switzerland — the results, therefore, should only be generalized to
individuals who have had similar background characteristics and performance.
The results should not be generalized, for example, to children learning English
in a bilingual program in the US.

Second, ecological generalizability: the results of this study should only be
generalized to those countries with similar native languages and cultural set-
tings. The results might be invalid across native languages and cultural settings.

Third, temporal generalizability: the results of this study should not be
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generalized beyond the present time, as the individual abilities could change
because the status of English could be different in those countries as time goes
by, and in turn, access to English could differ. Thus, these results might be
invalid across time.

Finally, task generalizability: as this study used ten EFL tests with thirteen
scores that were administered in 1988, the results of the study should not be
generalized beyond the specific tests. This is because statistical test equating
procedures with subsequent forms are rigorously followed only for the TOEFL
and the SPEAK tests and not for the FCE and the TEW (which was developed
only for the project). In addition, the 45-item questionnaire that was used for this
study is not comprehensive. It does not include all the test taker characteristics
that could be self-reported through a questionnaire. For example, several
cognitive, psychological and social factors that were not used in the study
include attitude, anxiety, aptitude, field dependence/independence, extrover-
sion/introversion, intelligence, learning strategies and styles, personality and
risk-taking.

Beyond generalizability, there is a critical methodological limitation: the
structural models posited in the present study were neither exhaustive nor
comprehensive. The models posited were based on current research in language
testing and second language acquisition as well as some relationships suggested
by the data which were within the scope of the current theories. But since a very
large number of alternative structural models other than the ones used in this
study could be posited, the fit or lack of fit of the specific models examined in
this study does not mean that the models posited were the only ones that could
satisfactorily explain the data. Furthermore, since this study was an exploratory
one and therefore used model modification as a technique to improve model fit,
this study did not seek to confirm or reject models. New data with similar models
would be required for the confirmation or rejection of relationships found in this
study.

10



Theoretical models and
empirical studies

This chapter presents theoretical models and empirical studies of language test
performance and second language acquisition by both language testing and SLA
researchers that are relevant to this study. It also briefly discusses the features
of structural modeling and an illustrative modeling study from the field of second
language acquisition. The description of the theoretical models is presented first
followed by an examination of the empirical studies. The chapter concludes with
the illustrative modeling study.

Theoretical models

Factors that influence language test performance

Though considerable research in language testing has focused on construct
validation, there is sufficient indication that research needs to focus on the factors
that influence language test performance in order to achieve more informed
construct validation results. Some studies have begun to show that several types
of factors influence language test performance, but none of these studies has
proposed a single over-arching model that could be used to investigate the effect
of all these factors on language test performance.

Bachman’s (1990:348) general model for explaining performance on lan-
guage tests does just that; it provides a unified model that researchers can use to
posit different hypotheses or relationships about factors that influence language
test performance. Bachman states:

The four categories of influences on test scores included in this
model are communicative language ability, test method facets,
personal characteristics and random measurement error.

The first category of influence in Bachman’s terms is communicative language
ability. In the words of Canale (1988), Bachman’s communicative language
ability has been developed on “extensive second-language teaching experience
of its proponents, reviews of theories of communicative competence, and state-
of-the-art empirical and measurement techniques” (p.68). Specifically,
communicative language ability builds on the research in communicative
competence by Canale and Swain (1980), Canale (1983) and others (Hymes
1972; Munby 1978; Widdowson 1978) and provides an ability-oriented definition

11
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oftestcontent. Communicative language ability has three components, language
competence, strategic competence, and psychophysiological mechanisms.

|

language competence is defined as “a set of specific knowledge components
that are utilized in communication via language” (Bachman 1990, p.84). It
isdivided into two sub-components: organizational competence and pragmatic
competence, both of which have further classifications. While organizational
competence is concerned with the formal aspects of language like grammatical
competence (morphology, phonology/orthography, syntax and vocabulary)
and textual competence (cohesion and rhetorical organization), pragmatic
competence is concerned with the functional aspects of language like
illocutionary competence and sociolinguistic competence;

strategic competence is defined as “the mental capacity for implementing
the components of language competence in contextualized communicative
language use” (Bachman 1990, p.84). This competence involves processes
in language use: assessment, planning and execution;

the psychophysiological component is defined as “the neurological and
psychological processes involved in the actual execution of language as a
physical phenomenon” (Bachman 1990, p.84).

This model, therefore, differs significantly from earlier conceptualizations of
language ability which characterized language ability as skills and components
(listening, speaking, reading and writing, and associated with these skills
phonology-orthography, lexis, grammar and mechanics) as proposed by
researchers like Lado (1961), Carroll (1968), Cooper (1968) and Harris (1969).

The second category of influence is test method facets. Briefly, test method

facets include:

1

2

12

characteristics of the testing environment, which includes place and
equipment, personnel, time of testing and physical conditions;
characteristics of the test rubric, which includes test organization in terms
of salience, sequence and relative importance of parts, time allocation,
scoring procedures, criteria for correctness and explicitness of procedures,
and instructions in terms of language and channel used as well as specification
of procedures and tasks;

characteristics of the test input, which includes format of the test in terms
of channel, mode, form, vehicle and language of presentation, identification
of problem, degree of speededness, language of the input in terms of length,
organizational characteristics like grammar, cohesion and rhetorical organi-
zation, pragmatic characteristics like propositional content mainly in terms of
vocabulary, degree of contextualization, distribution of new information and
type of information, topic, genre and functions and sociolinguistic character-
istics;

characteristics of the expected response, which include all the characteris-
tics mentioned in 3;
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W

restrictions on response; and

6 relationship betweeninputand responsein terms of reciprocal, nonreciprocal
and adaptive categories. Early research on some of these characteristics has
shown that this is a crucial category of influence (examples, Bachman ez al.

1988b; Bachman et al. 1991).

Bachman’s third category of influence is test taker personal characteristics or
background characteristics. These include cultural background, background
knowledge, cognitive abilities, sex and age. From the relatively few studies that
have investigated these factors, it is clear that language tests should be sensitive
to these factors in such amanner that test performance is not adversely influenced
by these characteristics.

Bachman’s (1990) fourth category that influences language test performance
is random measurement error, which is made up of interactions among compo-
nents of communicative language ability, test method facets, personal character-
istics and measurement error.

Summing up, the nature and extent of influence of the factors of test methods,
test taker characteristics and random factors should be understood well so as to
minimize their influences on test performance so that the scores obtained on
language tests reflect language ability and not other factors. Bachman (1990:156)
puts forward this central idea best:

The effects of both the test method and the interaction between test
takers’ individual characteristics andthe methods usedin language
tests may reduce the effect on test performance of the language
abilities we want to measure, and hence the interpretability of
scores.

Thus, it seems clear that these four factors need to be examined when construct
validation of test score use is contemplated.

Factors that influence second language acquisition (SLA)

Several attempts have been made in the last three decades to propose models that
can explain the cognitive, cultural, educational, linguistic, psychological and
social factors that influence SLA.

Three decades ago, Carroll’s (1962) interactional model of school learning
identified two major classes of variables: instructional and individual difference
factors. The sub-categories of instructional factors are time and instructional
excellence and the sub-categories of individual differences are general intelli-
gence, aptitude, and motivation. This model can be seen as a precursor to
present-day models which consider individual differences in SLA.

Naiman et al. (1978) proposed the “Good Language Learner” model though
the model is only a listing of the classes of variables that affect SLA. The model
proposes three independent variables: teaching, the learner and the context; and
two dependent variables: learning and outcome. Schumann’s (1978) acculturation
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model argues that “SLA is just one aspect of acculturation and the degree to
which a learner acculturates to the target language group will control the degree
to which he acquires the second language” (p. 34). Thus, acculturation is
determined by the social and psychological distance between the learner and the
target language.

Gardner’s (1979, 1985) social-educational model of SLA, an intervening
factors model, is concerned with the role of individual differences in SLA. Based
on Lambert’s social psychological model and the Carroll (1962) model, the
Gardner model presents schematically four classes of variables: social milieu,
individual differences, SLA contexts and outcome. Social milieu is identified as
the cultural beliefs in the community, individual differences is further classified
into intelligence, language aptitude, motivation, and situational anxiety, SLA
contexts into formal language training and informal language experience, and
outcome into linguistic and non-linguistic. Several other models like the Giles
and Byrne (1982) intergroup model, Clement’s (1980) and Clement and
Kruidenier’s (1985) social context model, and the Harley et al. (1987) and the
Cummins and Swain (1986) studies, have addressed similar concerns.

Dulay et al. (1982) proposed a linear model:

Input = Affective = Cognitive — Monitor — Output
filter organizers

This model proposed that three factors affect the output: the affective filter, the

cognitive organizers, and the monitor. Krashen (1985) linked this model to five

hypotheses: the acquisition-learning hypothesis, the natural sequence hypothesis,
the monitor hypothesis, the affective filter hypothesis, and the comprehensible
input hypothesis.

In terms of individual differences, three areas of variation can be seen:

1 the monitor users, where ‘over-users’ are those, in the words of Skehan
(1989), “whose constant striving for correctness inhibits output” and ‘under-
users’ “whose lack of concern with correctness leads to garrulous but less
grammatical performance” (p.2-3);

2 the affective filter, which refers to the learner’s openness or lack of anxiety;
and

3 the quantity of comprehensible input, which is determined by the
environment, in most cases a school of some kind. The quantity of
comprehensible input can also be characterized as previous exposure to the
target language in an acquisition type setting, for example, in a country where
English is used widely.

While these brief descriptions of models in SLA are not exhaustive, they provide

anintroduction to one aspect of this study, namely, the investigation of relationships

among the different test taker characteristics. As the brief descriptions have
shown, several factors may affect SLA: instructional factors (Carroll 1962) and
individual difference factors like cultural (Gardner 1979, 1985), affective
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(Schumann 1978; Krashen 1985), cognitive (Naiman et al. 1978; Krashen 1985)
and socio-educational (Gardner 1979, 1985). Not all of these factors or
variables, however, have been empirically tested, as some of them are not easily
operationalizable (for example, Krashen’s acquisition-learning or
comprehensible input hypotheses), while others present difficulties for data
collection (for example, Carroll’s intelligence and aptitude), as measures for
intelligence and aptitude may not be easily available in the native languages of
all subjects.

In summary, Bachman’s (1990) general model for explaining performance on
language tests as well as Gardner’s (1979, 1985) socio-educational model of
SLA provide useful frameworks to investigate the influence of cultural, educa-
tional, cognitive and social factors on language performance. In addition,
Krashen’s monitor hypothesis and the exposure factor are specific variables that
will be investigated in this study.

Empirical studies

Nature of second language proficiency

Many language testing researchers have empirically investigated the nature of
second language proficiency in the last two decades. Studies typically took the
form of analyses of the internal structure of tests in order to find support or find
arguments against Oller's (1976, 1979) unitary trait hypothesis. Some examples
of such studies were: Oller and Hinofotis (1980), Hisama (1980), Hendricks et
al. (1980) and Scholz et al. (1980).

Briefly, Oller’s (1983) “Evidence for a general language proficiency factor:
An expectancy grammar” summed up the argument for a unitary trait hypothesis
which stated that language proficiency consists of a single, global ability, which
he called “‘a pragmatic expectancy grammar”. The evidence for this claim came
from factor analytic studies on a wide range of language tests that loaded most
heavily on a single factor which then came to be called a “g-factor”, meaning
a general language proficiency factor. Subsequent studies conducted on similar
as well as new data showed that Oller’s unitary trait hypothesis was untenable
(Bachman and Palmer 1981; Upshur and Homburg 1983) and that his studies
were methodologically flawed (Carroll 1983; Vollmer and Sang 1983). Oller
then withdrew his claim and stated later in 1983 that “the unitary trait hypothesis
was wrong” (p.352).

From then on, language testing researchers have found time and again that
language proficiency consists of several distinct abilities that are either related
to each other or that are related to a general higher order ability; for example,
Carroll (1983), Bachman (1982), Bachman and Palmer (1982, 1983), Bachman
et al. (1990), Davidson (1988), Kunnan (1992) and Sang et al. (1986). And,
using large samples from TOEFL administrations, Swinton and Powers (1980),
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Dunbar (1982), and Hale et al. (1989) found that the factor structure of the
TOEFL is multi-componential. Furthermore, other studies conducted on differ-
ent components of language ability again confirmed the multi-componential
view of language proficiency; for example, speaking and reading (Bachman and
Palmer 1981), oral communication (Hinofotis 1983), pronunciation (Purcell
1983), FSI oral interview (Bachman and Palmer 1983), cloze (Turner 1989) and
listening and reading (Buck 1989).

In a more recent study, Fouly et al. (1990) investigated the nature of second
language proficiency with respect to its divisibility and components. Two
specific hypotheses, a correlated three-traits model and a higher/second-order
with three traits model, were evaluated using a wide range of proficiency
measures. The results of the study provided evidence to support both models.
Thus, though studies have indicated that the nature of second language profi-
ciency is not unitary, research has not unambiguously shown that there are a
certain number of components, both higher/second order and primary factors,
and what these consist of.

Factors that influence language test performance

Though the nature of second language proficiency has been a central concern
among language testing researchers, not much research has focused on the
factors that influence test performance. Several kinds of factors are argued by
different researchers as causing differential test performance. Bachman (1990)
argues that communicative language ability, test method and test taker
characteristics are three important categories of influence apart from random
factors. While the influence of (communicative) language ability on test
performance is quite obvious, the influence of test method has been shown to be
an important influence in several studies (Clifford 1978; Bachman et al.1995;
Bachman and Palmer 1981, 1982, 1989; Oller 1972; Shohamy 1983, 1984). This
influence will not be discussed further as it is not examined in this study.

In Bachman’s (1990) characterization of the third category of influence, test
taker characteristics consist of cultural background, background knowledge,
cognitive abilities, sex and age. Gardner and Clement (1990), from the SLA
literature, classify individual difference variables as
1 cognitive characteristics,

2 attitudes and motivation, and

3 personality attributes and the sociostructural perspective (or the linguistic,
cognitive, and developmental context) of a particular language.

These two lists overlap but are not entirely similar as they come from different

perspectives.

A discussion of the characteristics relevant to this study, namely, cultural
background, exposure to the target language, motivation and monitoring
follows.
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Cultural background

Cultural background is used here broadly to include linguistic (native language),
cultural (ethnicity) and educational factors. Early work in language testing
showed aconcern for culture-fair tests when tests were developed for monolingual/
cultural groups; well-known examples are the work of Briere (1968, 1973) and
Briere and Brown (1971) in developing tests for use with Native Indians. More
recent work has been in the area of understanding how test performances of
multi-cultural groups are affected by tests: the work of Farhady (1979) is a good
example. He argued that there is a significant difference in the performance of
foreign students who are from different language and educational backgrounds
(in this case, students from Israel and Taiwan) in how they score on discrete-
point and integrative tests.

Other examples include Vernon et al. (1986) and Welch et al. (1989) who
have investigated the cultural influences on patterns of abilities in North
America and differential performance in writing for black and white college
freshman respectively. Test bias or differential item functioning literature (Berk
1982; Holland and Wainer 1993) abounds with studies that have investigated the
effect of culture and native language on test performance; a few studies that are
relevant to EFL are Chen and Henning (1985), Kunnan (1990), Oltman et al.
(1988), and Zeidner (1986, 1987). In addition, Laosa (1991) has convincingly
argued that population generalizability “is indeed a pivotal dimension of
construct validity” (p.6), therefore exhorting researchers to ‘“establish
generalizability boundaries that accurately demarcate the populations to which
the accumulated empirical data permit generalizing” (p.6).

Exposure

Exposure to the target language is obviously critical for SLA. But exposure can
come in different ways and the influences of these different ways on SLA as well
as test performance has not been investigated widely. For example, students of
a second or foreign language can be exposed to the target language through a
formal school setting in their home country, through an informal situation in their
home country or through a formal school setting or informal situation in a
country where English is used as a first language. To confound this situation
further, some students may have a combination of these different situations in
their learning history. Thus, exposure is difficult to capture, and no study has
used this information to investigate the effect of exposure on test performance.

Krashen’s (1985) “input hypothesis” is a related concept to exposure though
this hypothesis is presented within his acquisition-learning distinction. Acqui-
sition, according to Krashen is similar to the ways children develop first
language competence; asubconscious process, and results inimplicitknowledge
of the language while learning is knowing about language or formal knowledge
of language. Empirical research from caretaker speech in first language

17



2 Theoretical models and empirical studies

acquisition in children (Cross1977; Newport et al. 1977), and some ambiguous
support from SLA researchers (for example, Freed 1980; Gaies 1977) is the only
evidence in support of the input hypothesis.

Attitude and motivation

Two early studies (Jones 1941, 1950) reported significant though low correlations
between attitudes toward learning a language and second language proficiency.
Gardner and Lambert (1959) reported that achievement in French as a second
language loaded on two independent factors: social motivation and language
aptitude. Considerable research has since been conducted in different language
settings reported in Gardner (1985), Gardner and Lambert (1972), and Gardner
and Lysynchuk (in press). Generally, from the research reported, it seems that
indices of motivation correlate more highly with proficiency than do indices of
attitudes (Gardner et al. 1976). Lambert (1963, 1967) demonstrated that
attitudes and motivation were both cause and effect of successful second
language achievement.

Research by Murakami (1980) and Oller et al. (1980) indicates that low to
moderate correlations exist between these concepts and second language achieve-
ment, while Johnson and Krug (1980), investigating similar notions, found
conflicting results. A number of full blown models based on these concepts,
though emphasizing different processes, were then developed and tested:
Clement’s (1980) social context model, Gardner’s (1985, 1988) socio-educa-
tional model and Giles and Byrne’s (1982) intergroup model. In addition, Fouly
(1985), Wang (1988), Ecob (1987), and Bachman and Mack (1986) presented
models that included motivation, learning difficulties, social class and socio-
economic status of the subjects in their studies.

Monitoring

Krashen’s (1985) monitor hypothesis forms the basis for this characteristic

among second language learners. His hypothesis is that second language

learners monitor their performance when three conditions are met. The performer

must:

1 have enough time. (In normal conversation, there is rarely enough time to
consult conscious rules);

2 focus on form; and

3 know the rule. Krashen goes on to say that all these three conditions are met
when students are given discrete-point grammar tests.

Empirical research that supports the notion of monitoring comes from Naiman

etal. (1978) who uncovered a large number of specific techniques of monitoring

and Rubin (1981) who reported the use of two aspects of monitoring:

1 correctingerror in own/other’s pronunciation, vocabulary, spelling, grammar,
style etc., and

2 noting sources of own errors. The O’Malley et al. (1985) research on strategy
finds monitoring to be only one of the many metacognitive strategies.

18



2 Theoretical models and empirical studies

Structural modeling

Structural modeling or structural equation modeling or linear structural equation
modeling is an ex post facto correlational approach that provides the mechanism
for an investigation of relationships in the confirmatory factor analysis mode.
Specifically, as Bentler (1989) puts it, “linear structural equation modeling is a
useful methodology for statistically specifying, estimating, and testing
hypothesized relationships among a set of substantively meaningful variables”
(p.ix). Structural modeling can be best thought of as a coming together of two
approaches to model fitting: multiple regression and factor analysis. As Ecob
and Cuttance (1987:9) put it

the multiple regression approach expresses the relationship of a
dependent variable to a number of regressor variables ... in
contrast, thefactor analysis approach finds anumber of underlying
or latent variables (or factors) that account for the common
relationship among a number of observed variables.

Briefly, the regression model specifies a directional relationship between two
sets of variables, the dependent variable and a set of regressor variables. This
system of equations is also known as path analysis. In the factor analysis model,
relationships among the observed variables are explained in terms of the relation
of each observed variable to a number of latent or unobserved variables or
constructs and in terms of the relations of the latent constructs to one another.
The structural equation model is the integration of both these models, providing
the mechanism to hypothesize relationships among unobserved latent factors or
constructs. This is what makes structural equation modeling more appealing than
exploratory factor analysis and the multitrait-multimethod approach, both of
which are popular among language testing researchers. A discussion of how
structural models are specified is presented in Chapter 3.

The usefulness of structural modeling has been highlighted by many research-
ers (for example, Bentler 1978, 1986; Bollen and Long 1993; Kunnan 1994;
Muthen 1988, 1989a). Recent studies and dissertations that have used structural
modeling include those by Clement and Kruidenier (1985), Delandshere (1986),
Ecob (1987), Gardner etal. (1983, 1987), Hill (1987), Nelson et al. (1984), Fouly
(1985), Sasaki (1991) and Wang (1988).

Well-known software that has implemented linear structural equations in-
clude LISREL (Linear Structural Relations) developed by Joreskog and Sorbom
(1984), EQS developed by Bentler (1989) and LISCOMP developed by Muthen
(1987). The illustration that follows reports a “causal model” (Gardner et al.
1987) using LISREL.
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An illustrative modeling study

This illustrative modeling study is by Gardner et al. (1987). They investigated
the nature of French as a second language skills “lost by grade 12 students over
the course of the summer vacation, and the role played by attitudes and
motivation in promoting language achievement and language maintenance”
(p. 29). The focus of this study is on the hypothesized relationships among
language attitudes, motivation, use, and language retention or attrition, with
motivation as an intervening factor. This model uses structural equation
modeling with the LISREL software (Joreskog and Sorbom 1984). The model
is presented in Figure 2.1.

Preliminaries

Paraphrasing Bachman (1988), in this model, the observed variables, AFC, INT,
IFL, FTE, FCO, ALF, MI, US1, US2, ... LC are represented by square boxes.
Associated with each of these observed variables is a “unique” component, or
factor, represented by the greek letters delta and epsilon. The latent or
unobserved variables, Language Attitudes (LAT), Motivation (MOT), Use
(US), Achievement 1 (ACH1), and Achievement 2 (ACH2) are represented by
circles. The first three unobserved variables are independent variables and the
last two are dependent variables. Straight, single-headed lines with arrows
indicate paths of direct relationships, for example,

LAT — MOT or ACH1 — ACH2

Double-headed lines represent correlations with no causation, for example, LC
and LC or SR and SR. The numbers associated with the paths are estimates of
parameters or path coefficients which indicate the strength of the relationships.
These values could theoretically range from +1.00 to -1.00.

Results

The results of this study show that in general the observed variables load heavily
on the unobserved hypothesized variables, indicating that the former are good
measures of the latter. The indices of the goodness of fit of this model to the data
are adequate: the model resulted in a %2 of 113.73 with 105 degrees of freedom.
This statistic suggests that there is a good fit between the data and the model.
Other indices of fit that are reported are: the ratio of %2 to degrees of freedom
which is only 1.08 and compares favorably with the ratio of 5.0 suggested by
Wheaton et al. (1977); the goodness of fit index of 0.882; an adjusted goodness
of fit of 0.828 and the root mean square residual of 0.063. All these indices
indicate that the model adequately describes the correlations obtained among the
measures, or to say it more simply, there is a good fit of the model to the data.

Criticisms
Though this model is quite clearly represented and it fits the data well, there are

some problems with it. For example, the values for the uniqueness components
associated with the observed variables (the ones in the square boxes) are not
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Figure 2.1

Gardner’s causal model linking attitudes and motivation to language
achievement, use and retention
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shown. Thisisadrawback of the reporting as these values could have determined
what the problems were with some of these variables. For example, the observed
variable FTE, which belongs to the unobserved construct, LAT, has a loading of
only 0.18 but the associated error value is not shown. It would have been helpful
to have these in order to assess the relative influence of these errors on the
particular measure.

Bachman (1988:201-2) criticizes this model and study on two counts: first, on
the use of test methods as measures of proficiency:

In this study ... Gardner et al. used ten different indicators of
language proficiency, but grouped these together more or less
according to the test method used, rather than by the language
abilities measured. The self-ratings, for example, included
indicators of speaking, understanding, reading and writing, but
thesewere aggregatedinto asingle indicator, “SR”. And although
the factor loadings indicate that the measures included in the
model are all reasonably good indicators of some “general” L2
achievement, treating indicators of different abilities as if they
were all measuring the same ability ignores, it seems to me, recent
LT research.

Bachman’s second argument is even more important for SLA researchers who
use language tests:

. a second weakness, in my opinion, is in the measures of
language achievement ... much current thinking in applied
linguistics views language proficiency as consisting of
competencies inboththe formal ... andthe functional or pragmatic
aspects oflanguage, aview that is generally supportedin language
testing ... there is a growing corpus of language tests that attempt
to operationalize this broadened view of language ability. One
would, therefore, reasonably expect SLA researchers to begin
utilizing as criteria for their studies language tests that are based
on more current views of language proficiency and more in
keeping with current practice inthe measurement of communicative
competence.

In addition to these criticisms, there are three other problems:

1 correlated errors, for example, between TH and WP or IFL and FCO appear
to have no substantive justification;

2 neither the R? statistic nor the factor disturbances (or residuals) are reported;
and

3 the study does not indicate whether the final model reported was the first or
the only one tested in the study and whether model specification was used to
arrive at this model.
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Summary

To sum up, the above review of the literature of theoretical models, empirical
studies of factors that influence language test performance and language
achievement as well as the illustrative model show that research in this area is
valuable for the fields of language testing and SLA, and that more research needs
to be done. The review also clearly shows that though considerable research has
been done, the strengths and directions of the relationships between test taker
characteristics and language test performance have not been definitively
established. For example, it is not clearly known which test taker characteristics
are salient and not salient in different settings.

This is probably due to several factors. First, researchers are conducting and
reporting on research from diverse perspectives, settings and countries. This
does not make for clear translations for all situations. Second, the goals and
purposes of researchers are diverse as some are exploring relationships, some
confirming or disconfirming theories or hypotheses, some use correlation, others
use exploratory factor analyses, and yet others use confirmatory factor analysis
techniques. Third, researchers have different designs: some are
experimental, some are non-experimental, and yet others are descriptive. Fourth,
researchers use tools, instruments and measures (questionnaires, tests, interview
or observation techniques) that are at one end of the scale standardized, and at
the other end previously untested and home-made; both types could be valid,
reliable, appropriate as well as highly invalid, unreliable and inappropriate. And,
finally, all researchers do not use rigorous methodological techniques. For
example, Dulay and Burt (1978) report that they rejected 95% of the studies they
surveyed for failure to meet methodological standards, while Freedman (1987),
Bachman (1988), Fouly (1985) and Wang (1988) criticize use of inappropriate
measures, misapplication of model/analysis mismatch, and violations of statis-
tical assumptions.
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The structural modeling
approach and its application to
this study

Overview

The approach used in this study is structural modeling. As outlined in the
previous section, it is a methodology for specifying, estimating and testing
hypothesized relationships among variables. The statistical software program
EQS (Bentler 1989) which is available at the University of California, Los
Angeles (UCLA) on the mainframe system is used for this purpose.

Though the most popular approach in structural modeling is confirmatory in
mode, this study is an exploratory one. This is in keeping with the philosophical
position of this study which is to explore the relationships among variables. In
addition, many of the variables in this study are being investigated for the first
time using such a methodology, and there is not enough substantive research to
form a complete theory for all the variables which could be tested. If amodel that
is posited in this study fits the data, and a clear theory emerges from the model
fit, another data set can be used for confirmation of the structural relationships
found in this study.

Data

Subjects

Data for this study were collected as part of the data for the Cambridge-TOEFL
comparability study (CTCS) conducted at the University of Illinois at Urbana-
Champaign, the University of Cambridge, and the University of California, Los
Angeles (Bachman et al. 1995). Data from a total of 1,448 subjects from eight
sites in eight countries were used in this study. The sites and sample sizes were:
Bangkok (Thailand), 169; Cairo (Egypt), 89; Osaka (Japan), 189; Hong Kong
(Hong Kong), 196; Madrid (Spain), 196; Sao Paulo (Brazil), 207; Toulouse
(France), 197; and Zurich (Switzerland), 205.

Descriptive information collected from all the subjects (n=1448) through the
background questionnaire was as follows: the majority of the subjects (also
referred to this study as test takers) were enrolled either as students, at the
secondary school level (21.3%), or at the college level (full time, 27.6% ; part
time, 10.45%) or in a language institute or other English course (17%), while
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23.7% were not enrolled as students. The median age was 21, with the youngest
test taker 14 years of age and the eldest 58, and slightly over half (59.4%) were
female. Preparation for the TOEFL and FCE tests differed in the sample: while
90.4% of the sample had not taken a preparation course for the TOEFL, 50.5%
had taken a preparation course for the FCE. Table 3.1 presents descriptive
information on educational status and Table 3.2 presents test preparation, both
by site. These tables are summarized from Table 14 in Bachman et al. (1995).

Table 3.1

Educational status by site in percentages

Site SS PTC FTC LI NA
Thailand 35 53 327 4.1 54.4
Egypt 35 35 19.8 244 48.8
Japan 0.0 0.8 86.4 32 9.6
Hong Kong 86.5 1.1 5.6 29 34
Spain 15.8 9.3 53.0 13.7 8.2
Brazil 26.0 412 9.8 10.8 12.3
Switzerland 0.0 2.0 49 54.1 39.0

Notes: SS=Secondary school; PTC=Part-time college; FTC= Full-time college;
LI=Language institute; NA=Not enrolled; information from France was not
available due to a clerical error in administering the background questionnaire.

Table 3.2

Test preparation by site in percentages

Site TOEFL FCE
Yes Yes

Thailand 304 8.8
Egypt 17.0 62.1
Japan 18.4 0.8
Hong Kong 1.7 73
Spain 2.6 78.9
Brazil 39 97.1
Switzerland 3.0 75.0
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Instruments

The instruments used for this study were a background questionnaire consisting
of 45 Likert scaled items which collected test taker characteristics information;
and a group of EFL tests from the University of Cambridge Local Examinations
Syndicate (UCLES), United Kingdom, and the Educational Testing Service
(ETS), Princeton, New Jersey.

Background questionnaire/test taker characteristics

The background questionnaire (also referred to in this study as test taker
characteristics) was modified from a University of Illinois, Urbana-Champaign,
questionnaire that was given to its entering foreign students. It was translated
into the native languages of the subjects, and was administered to all the subjects
either before the tests, during parts of the tests, or after the tests.

The questionnaire asked for responses from test takers regarding their current
educational status (item 1) and whether they had taken a course to prepare for the
TOEFL (item 2), the FCE (item 3) and the CPE (item 4, which will not be
discussed in this study); their age (item 5); whether they had instruction in a
formal (school) (items 6 to 13) or in an informal setting in their home country
(items 14 to 18) or in a country where English is used as a first language, if they
had visited one (items 19 to 29); their motivation to study English (items 30 to
37); and their frequency self monitoring English (items 38 to 45). These items
are labelled as BQ 01 to BQ 45 for the analyses.

EFL tests

The EFL tests used for this study were: the First Certificate in English (FCE),

developed and administered by UCLES, the Test of English as a Foreign

Language (TOEFL), developed and administered by the Educational Testing

Service, (ETS), the Test of English Writing (TEW), developed for the CTCS

project, and the Speaking Proficiency in English Assessment Kit (SPEAK), a

retired form of the Test of Spoken English (TSE) developed and administered

by ETS. The details of the tests paper by paper are as follows:

1 FCEPaper1(FCEl)isentitled “Reading Comprehension”, and includes two
sections, items 1 through 25, which test language usage or language use, and
items 26 through 40 which are based on reading passages. All items follow
a four-option multiple-choice format;

2 FCE Paper 2 (FCE2) s entitled “Composition”, and consists of five prompts,
from which the test taker chooses two. The test taker is expected to write 120
to 180 words in response to each prompt;

3 FCE Paper 3 (FCE3) is entitled “Use of English” and includes items that test
various aspects of lexicon, register and other elements of English usage. The
items follow a variety of formats, ranging from gap-filling to short completion
paragraph writing;
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4 FCE Paper 4 (FCE4) is entitled “Listening Comprehension” and is a tape-
plus-booklet test. The items are passage-based, with test takers listening to
a passage and then responding to several items on that passage. The test
consists of several parts, each following a different format: they range from
a variety of visual prompts with single sentences or charts, to diagrams and
pictures;

5 FCE Paper 5 (FCE5) is a face-to-face oral interview. The number of test
takers and interviewers (or examiners) may vary from a ratio of one on one
to one on two situations. The interview too may vary from one “information
package” to another: the prompt material contains short reading passages,
photographs or charts, and the topics include areas such as holidays, sports,
or food and drink etc;

6 the Test of English as a Foreign Language (TOEFL) used for this study was
an institutional form of the TOEFL which consisted of a form of the official
international TOEFL that has been retired from operational use. There are
three sections to the test:

Section 1 “Listening Comprehension” (TOEFL1),

Section 2 “Structure and Written Expression” (TOEFL2), and

Section 3 “Vocabulary and Reading Comprehension” (TOEFL3).

Item types vary somewhat but all follow a four-option multiple-choice
format;

7 the Test of English Writing (TEW) which followed the format and scoring
of the Test of Written English (TWE) developed by ETS, contains a single
prompt which requires writing for up to 30 minutes;

8 the Speaking Proficiency in English Assessment Kit (SPEAK) is a semi-
direct test of oral performance, and is the institutional version of the Test of
Spoken English, developed by ETS. The SPEAK does not involve a face-to-
face interaction but requires the test taker to respond to a tape recording which
provides the prompts for the speaking. The test takers’ responses are recorded
on cassette tape. Table 3.11 (on page 47) presents names, labels and
descriptions of variables and constructs.

Data collection and scoring procedures

All subjects recorded their responses to the 45 point background questionnaire
on optical scan sheets that were then scanned. Their responses to the tests varied
from test to test: FCE Papers 2, 3 and 4 and the TEW required writing in the
responses, FCE Paper 5 required face-to-face oral responses, FCE paper 1 and
the TOEFL required marking them on the optical scan sheets, and the SPEAK
required responses to be spoken into a tape recorder.

The scoring procedures used for the tests followed the guidelines set by the
respective test developers: the FCE Papers were scored based on marking
schemes developed at UCLES, the TOEFL and SPEAK followed existing ETS
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procedures, and the TEW followed standard scoring procedures used for the
TWE. But even among the UCLES Papers there were differences in scoring
procedures: Paper 1 (reading comprehension) used an optically scanned multi-
ple-choice sheet, Paper 2 (composition) and 3 (use) were subjectively marked by
examiners, Paper 4 (listening comprehension) was scored against a key by
clerical assistants, and Paper 5 (oral interview) was marked by the oral examin-
ers. Among the other tests, the open-ended responses were scored in two
different ways: the TEW was rated on a holistic scale of writing proficiency
ranging from 1 to 6 but the SPEAK was scored using analytical procedures.

The study used separate subtest scores for each of the FCE and TOEFL papers
or sections, a single composite score for the TEW, and four scores for the
SPEAK: Grammar (SPK GRAM), Pronunciation (SPK PRON), Fluency (SPK
FLCY) and Overall Comprehensibility (SPK COMP).

Data preparation

Data preparation for this study involved merging the two work data sets: the
background questionnaire data set and the test data set. These two data sets were
matched and merged by test taker identification number and site number. When
the data sets were matched and merged, it was discovered that not all the subjects
who had data from the questionnaire had test data and vice versa. The new
combined data set had complete data for only 985 subjects; the other subjects,
therefore, had to be deleted from the data set and the study. The new combined
data set had item-level data for the background questionnaire items and subtest-
level data for the tests for all subjects.

Structural modeling

Structural modeling or structural equation modeling, as outlined in Chapter 1, is
away of representing hypothesized relationships between constructs and observed
variables and among constructs based on substantive theory and previous
empirical research.

Statistical software: EQS

The statistical software used for the structural modeling in this study was EQS
3.0 version (Bentler 1989) which is limited to mean and covariance structure
models. EQS implements a general mathematical and statistical approach to the
analysis of linear structural equations systems. The EQS mathematical model
subsumes several covariance and mean structural models which include multiple
regression, path analysis and simultaneous equations, and the EQS statistical
theory allows “for the estimation of parameters and testing of models using
traditional multivariate normal theory” (Bentler 1989:1).

Other well-known statistical software that is used for structural modeling
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include LISREL (Joreskog and Sorbom 1984) and LISCOMP (Muthen 1987).
Several studies in SLA and language testing research in recent years have used
LISREL (Bachman and Palmer 1981, 1982; Clement and Kruidenier, 1985;
Gardner 1985).

Model specification

Model specification in EQS is easy and straightforward: the observed or
measured variables in the input data file are called variables or Vs; hypothetical
or unmeasured latent variables are called factors or Fs; residual variation in
measured variables is called errors or Es; and their corresponding residuals in
factors are called disturbances or Ds. Other conventions that EQS uses are:
measured variables are shown in squares; unmeasured variables are shown in
circles; and all paths, in the form of unidirectional arrows, are drawn from the
variables or factors hypothesized to be ones that can influence the variables or
factors which are hypothesized to be ones that can be influenced. Curved two-
headed paths between independent factors indicate correlation between them.

Specifying paths and writing equations

Paths between factors (Fs) were determined on the basis of the four research
questions. The unidirectional arrows in both models indicate the hypothesized
direction of the influence of some factors hypothesized to influence other factors.
These relationships were then written in the form of equations so that EQS could
translate them for the analysis of data in order to arrive at estimates for the
variables and the constructs. An asterisk after a numerical value (for example,
1*F1) specifies that the parameter is to be estimated, with the numerical value
(1) as a starting value. Here are examples of how some of the variables, factors,
errors and disturbances in Model 1 were represented in equations (without start

values):

Vi1 = *F1  + El

V2 = *F1  + E2

V3 = *F1  + E3

V4 = *F2 o+ E4

V5 = *F2 + ES

V6 = *F2  + E6

V7 = *F3  + E7

V25= *F5  + E25

F5 = *F1  + *F2  + *F3  + *F4 + D5
F6 = *F1  + *F2  + *F3  + *F4  + D6
F7 = *F1  + *F2  + *F3  + *F4 + D7
F8 = *Fl  + *F2  + *F3  + *F4 + D8
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In addition, variances and covariances between factors, errors and disturbances
were represented in the equations as well. These too were written with an asterisk
after a numerical value so that these parameters could be estimated.

Estimation method

The specific estimation method used for the study was maximum likelihood as
well as maximum likelihood with ROBUST. Maximum likelihood is used when
the “normal theory” assumption that variables are multivariate normally
distributed is met. But, as shown in Table 3.9, since the kurtosis and skewness
of the variables for both the non Indo-European and the Indo-European groups
were not perfectly normally distributed, it was considered safer to use maximum
likelihood with ROBUST. ROBUST provides robust statistics like the Satorra-
Bentler scaled test statistic that is designed to have a distribution that is more
closely approximated by * than the usual statistic and robust standard errors that
are correct in large samples even if the distributional assumptions about the
variables are incorrect. Research has shown that robust statistics are more
trustworthy than ordinary statistics (Chou et al. 1989).

Assessment of fit and the evaluation of models

As Cuttance (1987) states, the phrase assessment or “test of fit” of amodel “refers

to parametric statistical tests ... those based on a particular statistical distribution”,

and the phrase “evaluation of the model” “‘refers to measures of the methodological

validity of a model” (p. 256).

The parametric tests of the assessment fit of models used in this study were:

1 they?statistic (also known as the likelihood ratio test) for the specified model
against the unconstrained or null model. The smaller this statistic the better
the model fit. However, since this statistic has been shown to be an acceptable
test statistic only in the case of large samples and questioned in the case of
small samples (Saris et al. 1987), Joreskog and Sorbom (1984) suggest that
this statistic should be treated only as a heuristic index of goodness-of-fit
rather than as a test statistic;

2 the x%df ratio which was suggested by Wheaton et al. (1977) as a way of
dealing with the effect of large sample size on the ) statistic. Based on their
experience, they suggested that a ratio of around 5.0 was reasonable for a
sample size of about 1,000. Inrecent studies, however, many researchers have
argued for a more conservative ratio: Stage (1990) has argued that 2.5 or less
is a good fit of the model to the data;

3 the Bentler-Bonett normed fit index (BBNFI) and the Bentler-Bonett
nonnormed fit index (BBNNFI): these indices developed by Bentler and
Bonett (1980) are based on the fit function used as well as on the baseline
model of uncorrelated or independent variables. In both cases the higher the
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index, the better the model fit, though in the case of the Bentler-Bonett normed
fit index the range is 0-1 and for the Bentler-Bonett nonnormed fit index the
range could be out of 0-1. Although no rules of thumb have been clearly
established, structural modelers seem to suggest that models with BBNFI and
BBNNFI values of less than .80 are inadequate and that most acceptable
models would have BBNFI and BBNNFI values of more than .90. In support
of the BBNNFI, Wheaton (1987) states that it has the major advantage of
reflecting model fit very well at all sample sizes. Both these indices are
generally used as adjuncts to the y? statistic;

4 the Comparative Fit Index (CFI): this index developed by Bentler (1990)
avoids the underestimation of fit sometimes noted for the BBNFI in small
samples. Bentler argues that the CFI is the preferred index. Once again, just
as in the case of BBNFI and BBNNFI, models with .90 and higher are
considered acceptable;

5 the Satorra and Bentler scaled test statistic developed by Satorra and
Bentler (1988a, 1988b) that is computed as part of the robust statistics.

Following Cuttance (1987), the methods for assessing the methodological

validity of models used in this study were:

1 an inspection of the parameter estimates to ascertain whether estimated
correlations are in the 0- 1 range and whether estimated variances of constructs,
errors and disturbances as well as estimates of squared multiple correlations
for all observed variables are all positive;

2 aninspection of the estimates of construct loadings to determine whether they
are sufficiently high (generally higher than .25) to justify the interpretation
of the constructs as measuring underlying theoretical constructs;

3 aninspection of the t-test values to check whether the parameter estimates are
significant;

4 an inspection of the standardized residual matrix and the average and the
average off-diagonal absolute standardized residuals to determine whether
they are small and evenly distributed among variables (generally .05 and
below).

Refining models

Finally, two procedures in EQS that helped refine the models by evaluating the
parameters that were being estimated were the Lagrange Multiplier Test (LMTest)
and the Wald Test (WTest). The Lagrange Multiplier Test tests restrictions on
fixed parameters, such as “missing” paths or covariances that are set to zero in
the model (and non zero in the population) that would be better treated as free
parameters and estimated later. It also tests restrictions on equality constraints
that are not consistent with the data and would be better if released. Thus, the
Lagrange Multiplier Test suggests additions to parameters with the help of
univariate and multivariate ? statistics.

The Wald Test evaluates sets of parameters and suggests that sets of
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parameters that are treated as free in the models could be simultaneously set to
zero without significant degradation to model fit. Thus, the Wald Test suggests
dropping parameters with the help of z-test values.

However, it must be stated that these tests were used in this study to refine the
two models only as recommendations because often the recommendations did
not have the support of substantive theory, and therefore, they were not followed
blindly.

Preliminary analysis

Preliminary analyses were done on the background questionnaire data (the test
taker characteristics that were collected from the background questionnaire) and
the test performance data. By treating the data as a single population, single-
group analysis was done as initial exploration of the data.

Single-group analysis

An examination of the responses revealed that some branching (and categorical
items) on the background questionnaire were not understood clearly (items 6, 13,
18,21, and 27). For example, item (or, question, as used in this example) 6 was:
6 Have you ever studied English in school or in a language institute
in the country you consider to be your home?
(A)  yes
(B) no
IF YES, ANSWER QUESTIONS 7-13.
IF NO, GO TO QUESTION 13 ON PAGE 3.
Many subjects did not understand these directions clearly. So, irrespective of the
IF YES/NO direction, they went on to the very next item.

There were other problems with the questionnaire: some items overlapped
with other items (items 8, 22, 29) and some others had very low response rates
(items 11, 12, 16, 19, 24, 25, 31, 33, 34, 35, 37, 38, 42 to 45). All these items
were dropped from further analyses. Thus, a total of 21 items from the 45 items
were chosen for this study. Of these items 1 to 3 ask for information regarding
current educational status and test preparation and item 5 relates to age.
Information collected from these items was presented earlier in this chapter.
Item 4 dealt with the Certificate of Proficiency in English (CPE) test which is not
part of this study. Therefore, only a total of 16 items were considered for further
analyses in this study. (The questionnaire is presented in full in Appendix 1.)

Distributions and reliabilities

First, data from all 985 subjects treated as a single group were analyzed. Table
3.3 presents summary descriptive statistics for the 16 test taker characteristics.
These statistics indicate that the distributions of all the items were reasonably
normal.
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Table 3.3

Distributions for test taker characteristics

Variable Mean Std dev Kurtosis Skewness
BQO7 3.51 1.22 -1.05 -0.22
BQO09 1.87 0.85 0.77 091
BQI0 2.46 0.86 0.51 0.72
BQl4 1.40 0.89 5.21 2.39
BQI5 1.22 1.90 -0.70 1.05
BQI17 1.30 0.55 457 2.00
BQ20 0.47 0.57 -0.02 0.78
BQ23 0.98 1.82 0.27 1.44
BQ26 1.46 1.06 494 2.45
BQ28 1.38 0.61 3.57 1.69
BQ30 1.39 0.56 0.86 1.21
BQ32 1.58 0.67 0.70 0.95
BQ36 1.93 0.73 0.25 0.53
BQ39 2.57 0.72 -0.06 0.12
BQ40 2.40 0.72 -0.31 -0.04
BQ41 2.87 0.76 -0.07 -0.33

Table 3.4 presents internal consistency reliability estimates for these items
which were grouped into five scales based on the content of the items. The five
scales were:

1 Home Country Formal instruction (HCF),

2 Home Country Informal exposure (HCI),

3 English Speaking Country instruction or exposure (ESC),

4 Motivation (MOT), and

5 Monitoring (MON).

The reliability estimates are reasonably high with the exception of the MOT
scale. The basis for these scales is explained in Chapter 2.

Table 3.5 presents summary descriptive statistics for the tests or paper scores.
These distributions are based on all subjects (N=985), after the computer file
with the tests was matched and merged with the background questionnaire
computer file. Score distributions indicate that all the measures are reasonably
normally distributed.

Internal consistency reliability estimates for all the tests and sections are
presented in Table 3.6. These figures were estimates computed by Bachman ez
al. (1995) for all subjects in the Cambridge TOEFL Comparability Study. They
are being reported here because item-level data were not readily available.
Further, these estimates were considered to be close to the estimates that could
have been computed with the item-level data because the means and standard
deviations presented in Table 3.5 (for N = 985) are close to those reported in
Bachman et al. (1995) for all subjects.
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Bachman et al. report that consistency of the averaged ratings for the TEW
and SPEAK were estimated using single-facet generalizability studies with
raters as facets. Noreliabilities could be estimated for FCE Paper 2 and 5 because
these papers are not re-rated operationally, or for section scores (SPK GRAM,
SPK PRON and SPK FLCY) on SPEAK.

Table 3.4

Reliability estimates for test taker characteristics

Item Construct alpha
BQ 07 HCF

BQ 09 HCF
BQ 10 HCF 0.70
BQ 14 HCI
BQ I5 HCI
BQ 17 HCI 0.73
BQ 20 ESC
BQ23 ESC
BQ26 ESC
BQ 28 ESC 0.75
BQ 30 MOT
BQ 32 MOT
BQ 36 MOT 0.52
BQ 39 MON
BQ 40 MON
BQ 41 MON 0.68

Table 3.5

Distributions for all tests

Variable Mean Std dev Kurtosis Skewness
FCEl 26.40 4.62 0.08 -0.47
FCE2 2493 5.30 -0.28 0.02
FCE3 25.45 5.16 033 -0.53
FCE4 14.00 2.90 0.08 -0.62
FCE5 27.57 5.37 -0.26 0.01
TOEFL1 50.47 6.17 -0.05 -0.11
TOEFL2 51.89 6.45 -0.17 -0.14
TOEFL3 52.39 591 0.23 -0.46
TEW 392 0.84 0.55 -0.05
SPK GRAM 2.01 0.51 0.84 0.01
SPK PRON 2.16 0.43 1.03 0.82
SPK FLCY 2.02 0.50 1.01 0.04
SPK COMP 203.34 38.12 -0.12 -0.06
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Table 3.6

Reliability estimates for all tests

Test alpha
FCEl .79
FCE2 NA
FCE3 .85
FCE4 .62
FCES NA
TOEFL1 .89
TOEFL2 .83
TOEFL3 .87
TEW .90
SPK GRAM NA
SPK PRON NA
SPK FLCY NA
SPK COMP 97

Exploratory factor analysis

Test taker characteristics

Exploratory factor analysis of the test taker characteristics collected through the
background questionnaire was done as an initial exploration of the data. First,
a matrix of product-moment correlations among the 16 variables from the
background questionnaire was used to perform exploratory factor analyses.
Standard procedures for determining the “best” factor model were followed.
Initial principal axes were extracted with squared multiple correlations on the
diagonal of the matrix. The eigenvalues from initial extractions were examined
for relative magnitude and graphed in a scree plot. Principal axes were then
extracted with the number of factors generally equal to one above and one below
the number of factors indicated by the “elbow” of the scree plot. These
extractions were then rotated to both orthogonal and oblique solutions. A final
determination about the best number of factors to extract was made on the basis
of simple structure, which are patterns of strong loadings for variables on one
factor and near-zero loadings on other factors, and interpretability, which are
groupings of measures of a given construct that load on a factor.

In brief, the exploratory factor analysis results suggested an uncorrelated five
factor solution with factors and the variables matching the questionnaire type.
The factors, the variables numbers, and the names of the factors were as follows:
Factor 1: Variables BQ 07, 09, 10 (Home country formal instruction);

Factor 2: Variables BQ 14, 15, 17 (Home country informal exposure);
Factor 3: Variables BQ 20, 23, 26, 28 (English speaking country instruction
or exposure);
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Factor 4: Variables BQ 30, 32, 36 (Motivation);
Factor 5: Variables BQ 39, 40, 41 (Monitoring).
Table 3.7 presents summarized results.

Table 3.7
EFA results of the test taker characteristics
Variable Communality | Eigenvalue % of Cum% of
var var
BQO7 318 2.906 18.2 18.2
BQO9 322 2.252 14.1 323
BQIO .406 1.973 12.3 44.6
BQl4 423 1.801 11.3 55.8
BQIS 577 1.335 8.3 64.2
BQI17 .645 924 5.8 69.9
BQ20 S18 157 4.7 74.7
BQ23 .646 719 45 79.2
BQ26 .529 .638 4.0 83.2
BQ28 446 .550 34 86.6
BQ30 .200 465 2.9 89.5
BQ32 230 442 2.8 9223
BQ36 102 423 2.6 94.9
BQ39 .145 .360 22 97.2
BQ40 305 229 1.4 98.6
BQ41 330 227 1.4 100.0
ESC HCI HCF MOT MON h?
Factor 1 Factor2 Factor3 Factor4 Factor 5
BQO7 031 071 613 043 162 410
BQO9 110 .023 .632 .026 .007 413
BQI0 115 014 797 .060 .092 661
BQI4 .040 .662 .068 .029 .088 453
BQIS .054 788 135 .041 .027 .645
BQI7 007 940 017 023 011 884
BQ20 17 .009 042 104 071 531
BQ23 .887 .045 .089 .018 .017 197
BQ26 669 .008 113 053 025 464
BQ28 .660 138 .055 .051 .029 461
BQ30 .054 .033 .021 .066 579 344
BQ32 015 036 096 053 702 507
BQ36 .087 .044 .066 013 295 101
BQ39 013 045 063 425 015 187
BQ40 018 010 004 673 059 457
BQ4I 107 042 032 763 021 597
Eigen
value 2.486 1.938 1.463 1.261 763 7911
%ofh? 155 12.1 9.1 7.9 48 49.400

Note: ESC — English Speaking Country instruction or exposure; HCI - Home
Country Informal exposure; HCF — Home Country Formal instruction; MOT —
36 Motivation; MON - Monitoring.
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EFL test performance

Results from the exploratory factor analysis of the EFL test performance done

by Bachman et al. (1995) were used for this study. Bachman et al. report that the

best solution was one with an orthogonalized general factor and four primary

factors. The primary factors were:

Factor 1: FCE papers 1, 2, 3 — an FCE written mode factor;

Factor 2: TOEFL sections 2 and 3, and TEW — an ETS written mode;

Factor 3: FCE papers 4 and 5, and TOEFL section 1 —interactional listening and
speaking; and

Factor 4: SPEAK — non-interactional listening and speaking.

Table 3.8, which is summarized from Bachman et al. (1995), presents the initial

communalities and eigenvalues and the orthogonalized factor matrix with a

second-order general factor solution.

Table 3.8
EFA results for all tests
Variable Communality | Eigenvalue % of Cum % of
var var
FCEI .590 7.484 57.6 57.6
FCE2 522 1.325 10.2 67.8
FCE3 .665 653 5.0 72.8
FCE4 480 577 44 77.2
FCES 428 .553 43 81.5
TOEFLI1 .599 .502 39 85.3
TOEFL2 .601 .388 3.0 88.3
TOEFL3 619 372 29 91.2
TEW .396 343 2.6 93.8
SPK GRAM .805 253 1.9 97.9
SPK PRON .630 .200 1.5 99.4
SPK FLCY 77 073 0.6 100.0
SPK COMP .896 276 2.1 96.0
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Table 3.8 (continued)

Orthogonalized factor matrix with second-order general factor

General Factorl Factor2 Factor3 Factor4 h*
factor
FCEl 754 -.031 .078 175 .104 617
FCE2 711 074 -.023 270 .002 .584
FCE3 .820 -.026 .028 341 -.004 789
FCE4 704 -.004 -.048 .053 236 .556
FCES .621 173 -.028 .015 165 443
TOEFLI 776 .058 .059 -.043 .284 692
TOEFL2 .680 .049 573 -.004 .010 793
TOEFL3 711 -.085 419 .032 .102 .699
TEW .581 .074 223 .097 .012 402
SPK GRAM 642 621 015 -.000 -.000 .798
SPK PRON 707 333 -.026 131 .030 .630
SPK FLCY 676 .555 -.021 .007 .045 767
SPK COMP 705 719 .040 .011 -.034 1.018
Eigenvalue 6.401 1.377 .570 252 .189  8.789
% variance 49.200 10.600 4.400 1.900 1.500 67.600

* Communality

Multiple-group analysis

Bachman etal. (1995) found significant differential performance from site to site
on these EFL tests. Their analysis, which was based on a canonical discriminant
analysis, indicated that there were considerable differences in test performance
across sites, with subjects in three non Indo-European native language background
groups performing the lowest on the tests of reading and writing, and subjects in
two of these performing the lowest on the listening and speaking tests.

Thus, the sites of subjects with native languages which are from the non Indo-
European language families seemed to be different from sites of subjects with
native languages which are from the Indo-European language family. In
addition, it was thought that these two groups not only had native languages that
belonged to different language groups but they also differed in the status of
English in their countries and in their educational systems. Laosa’s (1991)
exhortation which requires a multiple-group analysis for construct validation
studies seemed to fit this case perfectly. For these reasons, multiple-group
analyses became the focus of the present study. Subjects from Thailand (native
language: Thai), Egypt (Arabic), Japan (Japanese), and Hong Kong (Chinese)
were grouped together as the non Indo-European (NIE) group and Spain
(Spanish), Brazil (Portuguese), France (French) and Switzerland (German) were
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grouped together as the Indo-European (IE) one. The NIE group had 380
subjects and the IE group had 605 subjects after all cases with missing data were
dropped from the study.

Distributions and reliabilities

Table 3.9 presents distributions for the NIE and IE groups. The differences
between the two groups on the background questionnaire items BQ 07 to BQ 41
were apparent as fourteen out of the sixteen items were significantly different (p
<.001) in a one-way analysis of variance. The differential performance on the
tests too was clear: the IE group had higher scores for all tests compared to the
NIE group; also, on seven out of the ten tests (or seven out of thirteen scores as
the SPEAK has four scores), there was asignificantdifference (p <.001)inaone-
way analysis of variance between the two groups. In terms of individual
variables, only one variable (BQ 26) seemed to violate normality with a kurtosis
of 21.69 and skewness of 4.56 for the NIE group. Thus, it was decided to drop
this variable from further analysis, reducing the test taker characteristics to
fifteen.

Reliability estimates for the test taker characteristics for both groups are
presented in Table 3.10. Reliability estimates were reasonably high for both
groups except for the HCF construct group which was quite low for both groups
and the MOT construct group which was low for the NIE group and lower still
for the IE group.

This indicated that the MOT construct group items were not very reliable for
these two groups. In addition, since MOT also had low reliabilities for the whole
group and low communalities (from the EFA results), it was decided at this stage
that the MOT construct group should be dropped from this study, further
reducing the test taker characteristics to twelve.
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Table 3.9

Distributions for test taker characteristics and all tests for both groups;
NIE Group, N=380; IE group, N=605

Variable

Mean
BQO7 4.35
BQO9 2.25
BQI0 3.15
BQIl14 1.43
BQIS 92
BQ17 1.27
BQ20 35
BQ23 45
BQ26 1.14
BQ28 1.23
BQ30 1.31
BQ32 1.44
BQ36 1.82
BQ39 2.36
BQ40 2.25
BQ41 2.76
FCE1 24.68
FCE2 23.20
FCE3 23.37
FCE4 12.79
FCES 25.99
TOEFLI1 49.11
TOEFL2 50.42
TOEFL3 49.89
TEW 3.65
SPK GRAM 1.85
SPK PRON 2.00
SPK FLCY 1.85
SPK COMP  194.40

NIE Group

Std dev  Kurt
1.09 2.40
97 -32
.78 .08
.96 4.52
1.76 52
.55 5.47
.56 1.51
1.33 6.27
56 21.69
.56 10.73
.53 2.31
.59 1.65
71 -.18
.70 .64
13 -42
.83 -33
492 -38
5.55 -.62
5.75 -36
3.28 =73
5.72 -37
6.23 A2
6.56 -32
6.41 -.05
.89 -23
44 -38
33 -.10
42 -.40
38.79 -41

Skew

-1.80
43
41

2.32
1.52
227
1.39
2.81
4.56
2.99
1.60
1.25
.49
48
.03
-23
-.29
.10
-28
-33
22
-.03
.02
-27
.07
29
-.30
A3
.03

Mean

2.99*
1.63*
2.04*
1.38
1.41*
1.31
.54*
1.31*
1.66*
1.48%*
1.44*
1.67*
2.00*
2.70*
2.49*
2.94*
27.48*
26.02*
26.76*
14.69*
28.55*
51.32
52.81
53.96*
4.10*
2.00
225
2.04
208.96

IE Group
Std dev Kurt
1.00 -20
.63 .68
.58 3.11
.83 5.62
1.96 -1.14
.54 4.12
.56 -.45
1.99 -.87
1.23 220
61 1.56
.58 31
.69 37
73 49
71 -.10
.70 -23
71 .07
4.06 27
4.83 -.16
4.27 45
2.41 17
4.90 12
5.98 -11
6.21 .06
497 -27
77 1.45
42 -.08
.30 1.01
.39 -.09
36.62 .14

Skew

.28
73
.76
242
.81
1.84
.46
98
1.87
115
1.01
19
.57
-.07
-.04
-34
-.40

-30
-45

.03
-.15
-21
-21

.08

-.63
-.10
-.07

* Significant differences between the two groups at p < .001
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3 Structural modeling approach and its application

Table 3.10

Reliability estimates for test taker characteristics for both groups

Non Indo- Indo-European
Item Construct European group group
alpha alpha

BQO7 Home country formal

BQ09 Home country formal

BQ10 Home country formal 0.53 0.53
BQl4 Home country informal

BQI15 Home country informal

BQ17 Home country informal 0.78 0.62
BQ20 English speaking country

BQ23 English speaking country

BQ28 English speaking country 0.78 0.73
BQ30 Motivation

BQ32 Motivation

BQ36 Motivation 0.55 0.45
BQ39 Monitoring

BQ40 Monitoring

BQ41 Monitoring 0.61 0.64

Summary

Based on these preliminary analyses, it was decided to investigate the relationships
among the twelve test taker characteristics and the thirteen test performance
variables for the two groups, the non Indo-European and the Indo-European
groups, separately. This decision was made because there was fairly strong
evidence from the differential performance in the tests to suggest that the two
groups are from different population groups.

Further, this approach offered the possibility of formulating different specific
research questions for each of the groups as well as structurally modeling the
multiple-group data separately because on the basis of preliminary analysis it
appeared unlikely that the hypotheses and models proposed would fit the single-
group data. When such differences between groups exist, following Laosa
(1991), construct validation studies like this one need to demarcate the (two)
populations so that correct inferences are possible from the separate analyses.

Methodologically, since the purpose of this study was to explore the relation-
ships among these variables separately for both groups, neither the whole group
nor one of the groups was used as a reference group. Thus, simultaneous
multiple-sample analysis was not used.

Finally, it was decided to proceed with structural modeling instead of more
exploratory factor analyses with the test taker characteristics and the tests for
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3 Structural modeling approach and its application

both groups separately. However, as a final check, exploratory factor analysis
of the twelve test taker characteristics (now reduced from the earlier sixteen) for
both groups showed that an uncorrelated four-factor solution that reflected the
content of the items was the most parsimonious and interpretable.

Research questions

These research questions were generally based on the substantive literature in the
field of language testing and SLA as well as the general research questions of this
study outlined in Chapter 1. Four specific questions were investigated in all the
models in both the non Indo-European and the Indo-European groups. Each of
these questions was concerned with one of the test taker characteristics and one
or more test performance factors. It should be noted that these research questions
were posed in the form of questions and not in the form of hypotheses. This was
in keeping with the philosophical perspective used in this study, which was to
explore the relationships among the variables rather than to confirm or reject
hypotheses.

Question 1 (Q1): Question 1 was concerned with the influence of home
country formal instruction on test performance. It took the following form: Does
home country formal instruction positively influence the reading and writing
factors (RW1 and RW2) of the tests? A supplementary question that was asked
was: Would this influence be stronger on the subjects of the non Indo-European
group than on the Indo-European group because the non Indo-European group
might have no other form of instruction and exposure to English? This question
was asked due to a widely held belief that Indo-European group subjects could
use their own native languages to facilitate their learning of English through
creative understanding in a familiar language (for example, similar sentence
structures, similar reading and writing structures, familiar cognates) as well as
the common Roman script in the Indo-European language family (and western
culture).

Question 2 (Q2): This question was concerned with the influence of home
country informal instruction on test performance. It took the following form:
Does home country informal instruction positively influence the listening and
speaking (LS1 and LS2) factors of the tests? An additional question that was
asked was: Would this influence be stronger on the subjects of the Indo-
European group than the non Indo-European group? This question was asked as
it is widely thought that the former group could make use of known patterns of
speaking more effectively (for example, greetings, turn taking, conversation)
that are similar to the Indo-European language family (and western culture).

Question 3 (Q3): This question was concerned with the influence of English
speaking country instruction on test performance. It took the following form:
Does English speaking country formal instruction and informal exposure
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3 Structural modeling approach and its application

positively influence the listening and speaking (LS1 and LS2) factors of the
tests? Since itis unclear whether these factors influence one group more than the
other, no additional question was asked.

Question 4 (Q4): This question was concerned with the influence of moni-
toring on test performance. It took the following form: Does monitoring
positively influence the reading and writing (RW1 and RW2) factors of the tests
and negatively influence the listening and speaking (L.S1 and LS2) factors of the
tests? This question was asked as the tests that constitute the listening and
speaking mode constructs are speeded tests unlike the reading and writing tests,
and, therefore, there would not be sufficient time for monitoring.

It has also been hypothesized by Krashen (1985) that language learners who
acquire a language (through informal instruction) do not monitor the new
language as much as language learners who learn the new language (through
formal instruction). This hypothesis could not be directly tested here as we do
not clearly know what kind of instruction the non Indo-European and Indo-
European groups have had previous to this study. However Table 3.9 shows that
the non Indo-European group received more home country formal instruction
than the Indo-European group (items BQO7, 09, and 10) and that the Indo-
European group received more home country informal instruction and English
speaking country instruction (items 15, 17, 20, 23, 28). It can therefore be
hypothesized that since the non Indo-European group received, in general, more
formal instruction and that the Indo-European group received, in general, more
informal instruction, the non Indo-European group can be expected to monitor
more than the Indo-European group. Thus, in addition, to Q4, an additional
question which was asked was: Would the influence of monitoring on test
performance be stronger for the non Indo-European group than the Indo-
European group?

Other questions not central to this study but related to the relationships among
the test taker characteristics formulated were: Would home country formal be
negatively related to home country informal for both the non Indo-European and
the Indo-European groups? Similarly, would English speaking country be
negatively related to home country formal for both non Indo-European and Indo-
European groups? And, would home country informal be positively related to
monitoring? All these questions are illustrated in Figure 3.1. The positive (+)
and the negative (-) signs associated with the specific research questions in
Figure 3.1 indicate that the research question is positive or negative.
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3 Structural modeling approach and its application

Figure 3.1

Research questions illustrated for both the non Indo-European and
Indo-European groups

Qi

Structural models

The structural models that incorporated the four specific research questions were
as follows.

Model 1 (Equal influence factors model)

This model posited common, equal and direct influences of all test taker
characteristics on test performance factors, and could be termed the Equal
influence factors model. In this model, all the four test taker characteristic
factors, home country formal, home country informal, English speaking country,
and monitoring were set up to have equal influences on the four test performance
factors that were used in this study, the two reading and writing factors (RW1 and
RW2) and the two listening and speaking factors (LS1 and LS2). Figure 3.2
represents this Basic Model 1, in which the single directional arrows show how
theoretically all the four test taker characteristics could influence the four test
performance factors equally and directly.
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3 Structural modeling approach and its application

Figure 3.2

Structural representation of Basic Model 1: Equal influence factors
model
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Model 2 (Gardner’s intervening factors model)

This model was based on Gardner’s (1985) socio-educational model and is
referred to hereafter as Gardner’s intervening factors model. Gardner posits the
social milieu as the first group of variables (cultural beliefs), followed by
individual difference variables (intelligence, language aptitude, motivation, and
situational anxiety), then followed by SLA contexts (formal and informal
language training), and finally linguistic and non-linguistic outcomes.

Model 2 posited that the exposure variables home country formal, home
country informal, and English speaking country (which are analogous to
Gardner’s SLA contexts) influence monitoring (not included in Gardner’s
model) which in turn influences test performance (Gardner’s linguistic out-
comes). Figure 3.3 represents this Basic Model 2, in which all the three
instruction/exposure factors influence monitoring directly, and then this factor
goes on to directly influence the four test performance factors. The figure does
not show all the direct influences that are possible, for example, influences from
the exposure/instruction factors to the test performance without the intervening
factor of monitoring.
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3 Structural modeling approach and its application

Since this study explored the relationships among test taker characteristics
and test performance, variations based on these two basic models were explored.
This was done by changing the model specifications of the basic models using
both model fit statistics and substantive theory.

Figure 3.3

Structural representation of Basic Model 2: Gardner’s intervening
factors model
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Basic Models 1 and 2 (represented in Figures 3.2 and 3.3 respectively) show the
25 observed variables, V1 to V25, represented in rectangles; the eight (or nine)
factors, bothindependent and dependent, F1 to F8, (and F9 when the G factor was
used) represented in circles; the errors of the observed variables are E1 to E25
and the disturbances of the dependent factors are D5 to D8 (and D9 when F9 was
used). Table 3.11 presents the names, labels and descriptions of all variables and
factors for Basic Models 1 and 2.
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Table 3.11
Names, labels, and descriptions of variables and constructs in Basic
Models 1 and 2
Variable/
factor Label Description
Vi BQO7 Item 7: Home country formal instruction
V2 BQO9 Item 9: ditto
V3 BQI10 Item 10: ditto
V4 BQl14 Item 14: Home country informal instr./exposure
V5 BQI15 Item 15: ditto
V6 BQ17 Item 17: ditto
V7 BQ20 Item 20: English speaking country instr./expos.
V8 BQ23 Item 23: ditto
V9 BQ28 Item 28: ditto
V10 BQ39 Item 39: Monitoring
Vil BQ40 Item 40: ditto
V12 BQ41 Item 41: ditto
Vi3 FCE1 FCE Paper 1- reading comprehension
V14 FCE2 FCE Paper 2 - composition
VIS FCE3 FCE Paper 3 - use of English
V16 TOEFL2 TOEFL Section 2 - structure & written expression
V17 TOEFL3 TOEFL Section 3 - vocabulary & reading compr.
V18 TEW Test of English Writing
V19 FCE4 FCE Paper 4 - listening comprehension
V20 FCES FCE Paper 5 - face-to-face oral interview
V21 TOEFLI TOEFL Section | - listening comprehension
V22 SPK COMP  SPEAK Comprehensibility
V23 SPK GRAM  SPEAK Grammar
V24 SPK PRON  SPEAK Pronunciation
V25 SPK FLCY  SPEAK Fluency
Fl HCF Home country formal instruction
F2 HCI Home country informal instruction/exposure
F3 ESC English speaking country instruction/exposure
F4 MON Monitoring
F5 RW1 Reading-writing Factor 1- FCE papers 1,2,3
F6 RwW2 Reading-writing Factor 2- TOEFL sections 2,3; TEW
F1 LSI Listening-speaking Factor 1- interactional; FCE 4,5;
TOEFL 1
F8 LS2 Listening-speaking Factor 2- non-interactional; SPEAK
F9 G General factor

Note:El to E25 are associated with V1 to V25; and D4 or D5 to D8 (and D9) are associated with
F4 or F5 to F8 (and F9).
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Modeling the data: The results of
the study

Overview

This chapter presents the results of modeling the multi-group data. Before
investigating the relationships among the test taker characteristics and test
performance, test taker characteristics and test performance were modeled
separately. Then, two models that were based on the two basic models presented
in the previous chapter were evaluated. Summary goodness-of-fit statistics,
standardized estimates for parameters, and explanations for the four research
questions are presented and evaluated.

Modeling test taker characteristics

An exploratory factor analysis of the four test taker characteristics (home
country formal, home country informal, English speaking country, monitoring)
found that a four-factor orthogonal solution was parsimonious and very
interpretable for single-group data. Summary statistics of this analysis were
presented in the previous chapter. Based on this result, a four-factor model with
some correlations among the four constructs for the twelve observed variables
was designed for multiple-group data, that is, for both the non Indo-European
and the Indo-European groups. These constructs represented the four test taker
characteristics with paths from each of them to each of the three observed
variables associated with the constructs. Correlations among home country
formal and English speaking country, home country formal and monitoring,
English speaking country and monitoring were designed in the model. Figure 4.1
displays this model for both groups.

Table 4.1 presents the results of the modeling for the two groups. Judging
from the ? statistic as well as all other indices, the model fits well for the non
Indo-European group and not as well for the Indo-European group. The
statistical fit, however, is not significant (p < .057) even for the non Indo-
European group. But, since the other fit indices indicated a good fit for both
groups and this supplemented the exploratory factor analysis results for the
single group, it was decided to use this model in the modeling of test taker
characteristics and test performances later.
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4 Modeling the data: The results of the study

Figure 4.1

Modeling test taker characteristics: Model for the non Indo-European
and the Indo-European group

Table 4.1

Goodness-of-fit indices for modeling test taker characteristics for both

groups
Index Non Indo-European  Indo-European
X 67.90 190.82
df 51 51
p< 0.057 0.001
X/ df 1.33 3.74
SB x? 67.85 181.18
BBNFI 0.95 0.89
BBNNFI 0.98 0.90
CFl 0.99 0.92

Notes: SB = Satorra-Bentler scaled x*; BBNFI = Bentler-
Bonett normed fit index; BBNNFI = Bentler-Bonett
nonnormed fit index; CFI = comparative fit index
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4 Modeling the data: The results of the study

Figures 4.2 and 4.3 present the standard estimates for paths for the non Indo-
European and the Indo-European groups respectively. The individual path
coefficients for the observed variables are uniformly high though somewhat
different for both groups. Further, the correlations among the constructs are
different between home country formal and English speaking country (-.249 for
the non Indo-European and .093 for the Indo-European group) and home country
formal and monitoring (.205 for the non Indo-European and .138 for the Indo-
European group) and similar in strength between English speaking country and
monitoring (-.221 for the non Indo-European and -.227 for the Indo-European
group). But when these figures are taken together with the goodness-of-fit
statistics presented in Table 4.1, these estimates show that this measurement
model is an acceptable model for the data for both the non Indo-European and
the Indo-European groups.

Figure 4.2

Modeling test taker characteristics: Standardized estimates for paths for
the non Indo-European group
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4 Modeling the data: The results of the study

Figure 4.3

Modeling test taker characteristics: Standardized estimates for paths for
the Indo-European group
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Modeling test performance

An exploratory factor analysis of test performance conducted by Bachman ez al.
(1995) suggested a higher-order general factor and four first-order factors for
single-group data. Summarized results of this analysis were presented in the
previous chapter. Based on these results a model with a higher-order general
factor (HOF) with four first-order factors was designed for multiple-group data,
that is, for the non Indo-European and the Indo-European groups. Figure 4.4
displays the paths from the HOF to the four first-order factors and their
relationships with the thirteen observed variables.

The basic model displayed in Figure 4.4 failed to provide a convergent
likelihood solution within 250 iterations for either the non Indo-European or the
Indo-European group. Several refinements to the basic model were attempted
for both groups but still the problem of convergence remained. Therefore, it
seemed as though there were fundamental problems in the data with respect to
the higher-order general factor model being estimated despite evidence to the
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4 Modeling the data: The results of the study

Figure 4.4

Modeling test performance: Higher-order general factor model for both
the non Indo-European and the Indo-European groups
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contrary from Bachman ez al.’s (1995) exploratory factor analysis results which
suggested a higher-order general factor model with four first-order factors. Two
explanations that could be offered for this difference are: first, while Bachman
etal.’s study was based on single-group data (N=1448), this study used multiple-
group data (Non Indo-European and Indo-European groups), and second, while
the former study used a large sample size (1448), this study used smaller sample
sizes (380 and 605). Though these sample sizes are larger than Boomsma’s
(1987) cautionary sample size of 200 for nonconverging solutions, it is possible
that the sample sizes used in this study were not sufficiently large. Thus, it was
felt that an alternative approach to fitting test performance should be attempted.

The alternative approach attempted was the nested factor model proposed by
Gustafsson and Balke (in press); also known as the bi-factor model (see
Rindskopf and Rose 1988). In this approach, there would be one general factor
with a relationship to all observed variables directly along with the four first-
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4 Modeling the data: The results of the study

order factors having a narrow range of influence over the observed variables
associated with them. Thus, the four first-order factors are nested within the
general factor, giving it the name nested factor model. Figure 4.5 displays the
nested factor model for the thirteen observed variables.

In the modeling of the nested factor model for both groups, a major problem
of identification was encountered: the parameter estimates of the general factor
were said to have become in EQS language “linearly dependent on other
parameters”. This is another way of stating that the covariance matrix of the
parameter estimate is singular with the parameter as estimated being a linear
combination of other parameters. As a result of this problem of model under-
identification, the goodness-of-fit of the model to the data is indeterminate.
Thus, this approach to modeling test performance factors did not produce model
fit.

Figure 4.5

Modeling test performance: Nested factor model for the non Indo-
European and the Indo-European group
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4 Modeling the data: The results of the study

A third approach to modeling test performance was then attempted: this was
a correlated four-factor model. The motivation for this model came from the
exploratory factor analysis results from Bachman et al. (1995) which suggested
a higher-order general factor and four first-order factors. Further, modeling in
language testing research (for example, Bachman and Palmer 1981) has shown
that when a higher-order factor with first-order factors is the best explanation, a
correlated first-order factor (without the higher-order factor) solution is not an
unsatisfactory explanation either. Figure 4.6 displays the model for the thirteen
observed variables with four correlated factors. Modeling test performance
using this approach was successful.

Figure 4.6

Modeling test performance: Correlated factor model for the Non Indo-
European and the Indo-European group
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Table 4.2 presents the results of the modeling for the two groups. Judging
only from the % and the x?/df statistics, the model was not a very good one.
However, the other fit indices, especially the CFI, indicated that the model fits
quite well for both the non Indo-European and the Indo-European groups.
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4 Modeling the data: The results of the study

Figures 4.7 and 4.8 present the standard estimates for paths for the non Indo-
European and the Indo-European groups respectively. These individual path
coefficients of the observed variables were uniformly high (.500 and higher) for
both groups. The correlations though once again very high (.500 and higher)
were uniformly lower for the Indo-European group except for the correlation
between LS1 and LS2 (.705 for the non Indo-European and .735 for the Indo-
European group). When these figures were taken into account with the goodness-
of-fit indices, the statistical lack of fit did not become an obstacle in accepting
this model as a reasonably good measurement model for test performance for
both groups.

Figure 4.7

Modeling test performance: Standardized estimates for paths for the non
Indo-European group
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Table 4.2

Goodness-of-fit indices for modeling test performance for both groups

56

Index non Indo-European Indo-European
X2 221.70 205.66

df 59 59

p< 0.001 0.001
x2/df 3.76 3.49

SB x2 220.78 202.45
BBNFI 0.94 0.95
BBNNFI 0.94 0.95

CFI 0.95 0.97

Notes: SB y? = Satorra-Bentler scaled x?; BBNFI = Bentler-
Bonett normed fitindex; BBNNFI=Bentler-Bonett nonnormed
fit index; CFI = comparative fit index

Figure 4.8

Modeling test performance: Standardized estimates for paths for the

Indo-European group
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Test taker characteristics and test performance
factors

Modeling relationships among test taker characteristics and test performance
was based on the results of modeling the two groups of factors separately. Since
the four-factor model of the test taker characteristics and the four-factor model
of the test performance fit the data for both groups, the first basic model that was
attempted for modeling was one that had four factors for each of the two groups
of factors.

Model 1

This model was based on the Equal influence factors model presented in the
previous chapter as the Basic Model 1. Model 1, which is displayed in Figure 4.9,
had 25 variables grouped into four independent factors, home country formal
(HCF), home country informal (HCI), English speaking country (ESC), and
monitoring (MON), and four dependent factors, RW1, RW2, LS1, and LS2.

Raw data were read in and this produced univariate statistics: coefficients of
skewness and kurtosis for the 25 variables were mostly in the range -0.6 to 0.6
for the non Indo-European (NIE) group and the range -0.8 to 0.7 for the Indo-
European (IE) group, indicating that the distribution was close to normal.
However, once again, multivariate kurtosis showed positive kurtosis (normal-
ized estimate: 16.4 for the NIE group and 13.6 for the IE group). Again, these
estimates indicated that the distribution was only in moderate violation of
multivariate normality, suggesting that the maximum likelihood with ROBUST
estimation procedure should be used.

Model specification began with specifying paths among all test taker
characteristic factors and test performance factors based on the hypotheses and
substantive theory. Therefore, all independent factors that were posited to have
influence on all dependent factors along with free correlations among the test
taker characteristics and the test performances were designed, producing a
saturated or a basic model. Refinements of this basic model based on the Wald
and Lagrange tests as well as substantive theory followed. Finally, when the
search for the most parsimonious and interpretable models was completed for
both groups, the models were examined and compared since they were all nested
(Bollen 1989).

Table 4.3 presents the * statistics for the basic and restricted models for the
two groups. These models differed in the numbers of paths specified from the
independent factors to the dependent factors. Figures and standard estimates for
paths for all these models (other than the Basic Model and Model 1A) are
presented in Appendix 3. For the NIE group, apart from the Basic Model, only
one model converged (Model 1A); the other models had nonconverging solu-
tions even after 250 iterations. For the IE group, apart from the Basic Model,
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three models (Models 1A, 1B and 1C) converged. The %2 and the x*df ratio
indicated that the 1A models for the NIE group and the IE group were the best.
And, as Table 4.3 shows, the %2 difference increased from 1A to 1B and from 1B
to 1C. Thus, these two 1 A models for the NIE and the IE groups were examined
in detail.

Table 4.3
Model 1: Goodness-of-fit of models for both groups*

Model fit Change

Model  Group X df x2/ df x> diff.  df diff.
Basic NIE 518.39 247 210

1A NIE 577.66 258 224

Basic 1IE 751.19 247 3.04 _

1A IE 767.12 258 2.97 - -
1B IE 793.42 259 3.06 26.30 1
1C IE 798.68 258 3.10 5.26 -1

*Note: Probabilities for all models were less than .001

Table 4.4 presents the goodness-of-fit indices for the 1A models for both groups.
While the y/df ratio for both groups was relatively high, the NIE group was
better (2.24). This indicated that the model for the NIE group fitted the data for
that group better than did the model for the IE group. Although the p values for
both models (p < 0.001) indicated that there was lack of statistical fit of data to
the models, the other fit indices seemed to show areasonably good model fit with
the comparative fit index particularly high for both groups (0.94 for the NIE
group and 0.92 for the IE group).

Examination of standardized path coefficients for paths between independ-
ent factors and dependent factors presented in Table 4.5 and Figures 4.9 and4.10
showed differences between the two groups: two path estimates for each of the
two groups did not have counterparts in the other group as they were dropped
based on the Wald Test. In the NIE group, the influence of monitoring on RW1
is .223 but the corresponding path for the IE group was not significant. Similarly,
for the IE group, the influence of English speaking country on RW1 was .217
while the corresponding path for the NIE group was not significant. Other
noticeable differences between the two groups included the following:

1 the influence of home country formal on LS1 (.135 for the NIE group and
-.348 for the IE group) and

2 the influence of monitoring on RW2 (-.243 for the NIE group and .047 for the
IE group).
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However, there was one influence that was of comparable strength for both
groups: the influence of English speaking country on LS1 (.231 for the NIE
group and .226 for the IE group).

Table 4.4
Goodness-of-fit indices for Model 1A

Index non Indo-European  Indo-European
X2 577.66 767.12
df 258 258
p< 0.001 0.001
I 224 2.97
SB x? 568.07 754.38
BBNFI 0.89 0.88
BBNNFI 0.93 0.90
CF1 0.94 0.92

Notes: SB x>=Satorra-Bentler scaled x*; BBNFI =Bentler-
Bonett normed fit index; BBNNFI = Bentler-Bonett
nonnormed fit index; CFI = comparative fit index.

Table 4.5
Model 1A: Standardized path coefficients for paths between factors for
both groups*

HCF HCI ESC MON R?
RWI 223 049
-163 217 072
RW2 -128 -.243 076
-127 047 018
LS1 135 082* 231 078
-348 130 226 .188
LS2 -.105* 126 176 057
-.191 227 .088

*Notes: Blank space indicates influence was not estimated or significant; NIE group
estimates are in the first line (also in bold) and IE group estimates are in the second line;
all estimates are significant at p <.01 ort >2.58 except estimates with an asterisk which
are significant at p <.05 ort> 1.96; the disturbances of dependent factors were correlated
but are not shown here.
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Figure 4.9
Model 1A: Standardized estimates for paths for the non Indo-European group
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The R? statistic from Table 4.5 (which is the squared multiple correlation
coefficient obtained by subtracting 1 from the standard residual variable in a
recursive model) showed that not very much of the variance of the dependent
factors was accounted for by the independent factors. For both groups the R?
statistic was rather low: the highest was .188 for LS1 (IE group) and the lowest
.018 for RW2 (IE group). The average R? for the NIE group was .065 (about
7%) and for the IE group was 0.092 (about 9%). While the figure for the non IE
group was about the same, the IE had a little more accounted for in this model.

Explanation for the four research questions

This analysis also provided explanations for the four specific research questions
asked earlier. The answer to Question 1 was mixed: there was no influence from
HCF on RW1 and RW2 for the NIE group but there was one negative influence
for the IE group, HCF on RW1 (-.163). Thus, the answer to the first research
question is negative, that is, home country formal instruction does not positively
influence the reading and writing factors (RW1 and RW2) for both groups.
However, for the NIE group, HCF had negative influence on LS2 (-.105), and for
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Figure 4.10
Model 1A: Standardized estimates for paths for the Indo-European group
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the IE group, HCF had negative influence on LS1 (-.348) and LS2 (-.191). Thus,
though HCF did not have clear positive influence on RW1 and RW2, there was
sufficient evidence to indicate that there was substantive negative influence on
the listening and speaking (LS1 and LS2) factors.

The answer to Question 2 was a weak yes as there was some influence from
HCIon LS1 (.082 for the NIE group and .130 for the IE group),andonLS2(.126
for the NIE group). In addition, for both groups, HCI had negative influences on
RW?2 (-.128 for the NIE group and -.127 for the IE group). Though this was not
a direct answer to the question, it indicates that RW2 is very different from the
listening and speaking factors (especially LS1).

There was a strong yes to Question 3 as ESC seemed to influence LS1
strongly (.231 for the NIE group and .226 for the IE group) and LS2 (.176 for the
NIE group and .227 for the IE group).

The answer to Question 4 was mixed as the influences were mixed for the
NIE group. The influence of MON on RW1 was strongly positive (.223) but it
was strongly negative on RW2 (-.243). For the IE group, on the other hand, there
was a weak positive influence, MON on RW2 (.047).
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Reasonable explanation versus statistical fit

From the results presented above for Model 1s, it was apparent that the models
did not produce either a clear overall statistical fit or lack of fit for both groups
so that they could be either accepted or rejected in terms of statistical significance.
The comparative fit indices (0.94 for the NIE group and 0.92 for the IE group),
however, showed that the models provided reasonably good explanations of the
data. Therefore, it was thought that the results should be examined further so
that if the models provided a reasonably good explanation of the relationships
among the factors for both groups, they could be accepted. The examination
showed the following:

1 for the NIE group: while the average absolute standardized residuals were
0.07 and the residuals were normally distributed, the errors for each of the
variables were between .390 to .929 (with one exception of E22=.114); the
disturbances for each of the dependent factors were between .960 and .975
(these figures are used to compute R?: 1-D?) and correlations between them
were .614 to .916; (these correlations are presented in Appendix 2);

2 forthelE group: while the average absolute standardized residuals were 0.04
and the residuals were normally distributed, the errors for each of the variables
were between .462to0 .925 (with the exception of E22=.109, and E6=.255); the
disturbances for each of the dependent factors were between .901 and .991 and
correlations between them were .442 to .828; (these correlations are presented
in Appendix 2).

While the standardized residuals and their distribution seemed to suggest that the

models might be close to a fit for both groups, there were some discouraging

signs: the high errors indicated considerable measurement error in the variables
and the high disturbances indicated that the amount of variance accounted for

(R?) in each of the structural equations was quite low, which means a low

proportion of variance in the dependent factors was accounted for by the

independent factors. Therefore, since the overall fits of the models to the data
were not clearly acceptable and these figures discussed above seemed to

diagnose weaknesses in the fit of the models, it was decided to evaluate Model 2.

Model 2

Model 2 is a variation of Gardner’s (1985) socio-educational model, introduced
in the previous chapter as basic Model 2 (or Gardner’s intervening factors model)
and displayed in the previous chapter in Figure 3.3. In this model there were 25
variables grouped into three kinds of constructs: HCF, HCI and ESC (previous
exposure to English); MON (Monitoring), and RW1, RW2, LS1 and LS2 (test
performance factors). In this model HCF, HCI and ESC were independent
factors, MON was a dependent and an intervening factor, and RW1, RW2, LS1
and LS2 were dependent factors. The paths, therefore, from the independent
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factors to the dependent factors could be drawn directly to them or through the
intervening factor providing for both direct and/or indirect influences.

Univariate and multivariate statistics were the same as those presented for
Models 1s for both groups, so maximum likelihood with ROBUST estimation
procedure was used for Model 2 as well. Model specification began with
specifying paths from all the exposure factors to the Monitoring factor and from
this factor to each of the test performance factors, along with free correlations
among all the test taker characteristics and the test performances, providing a
saturated or basic model. Refinements on this basic model for the two groups
based on the Wald and Lagrange tests as well as substantive theory followed.
Finally, when the search for the most parsimonious and interpretable models was
completed for both groups, the models were examined and compared since they
were all nested.

Table 4.6 presents the ? statistics for the basic and restricted models for the
two groups. These models differed in the numbers of paths, both direct and
indirect, that led from the exposure factors to the intervening factor of monitor-
ing, and then on to the test performance factors. Figures and standardized
estimates for paths for all the models (other than the basic model and Models 2A)
are presented in Appendix 4. Of the models evaluated, the best fitting models
judging from the %2 and %*/df ratio statistics seemed to be Models 2A for both
groups: (?=556.38 and y*df=2.17 for the NIE group and x*=779.64 and x*/
df=3.01 for the IE group. The %2 differences also indicated that Models 2A for
both groups were the best fitting ones though Model 2A for the NIE group had
abetter fit to the data than Model 2A for the IE group. A detailed analysis of these
two models for each group follows.

Table 4.6
Model 2: Goodness-of-fit of models for both groups*
Model fit Change
Model Group X2 df x¥df x? diff. df diff.
Basic NIE 518.39 247 2.10
2A NIE 556.38 257 2.17 - -
2B NIE 574.61 258 2.23 18.23 1
2C NIE 576.29 259 2.23 1.68 |
2D NIE 578.78 259 224 2.49 0
Basic IE 751.19 247 3.04
2A IE 779.64 259 3.01 - -
2B IE 788.35 261 3.02 8.71 2
2C IE 789.39 261 3.02 1.04 0
2D IE 811.82 262 3.10 2243 |

Note: Probabilities for all models were less than .001
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Table 4.7 presents the goodness-of-fit indices for the Models 2A for both
groups. For the NIE group, the x*df ratio was still above the 2.0 estimate for
acceptability, and for the IE group, the ratio was too high and well above the
figure for an acceptable model fit. The other fit indices were almost the same for
both groups as those for Model 1 presented in table 4.4. And, as did Models 1A,
these two models lacked statistical fit (p < 0.001).

Table 4.7
Model 2A: Goodness-of-fit indices for both groups

Index non Indo-European Indo-European
X2 556.38 779.64
df 257 259

p< 0.001 0.001
x2/df 2.17 3.01
SBy? 398.77 558.78
BBNFI 0.90 0.88
BBNNFI 0.93 0.90
CFI 0.94 0.92

Notes: SB x? = Satorra-Bentler scaled % BBNFI = Bentler-
Bonett normed fit index; BBNNFI = Bentler-Bonett
nonnormed fit index; CFI = comparative fit index.

Examination of the Direct (D), Indirect (I) and Total (T) influences of the
exposure factors (HCF, HCI and ESC) on the intervening factor (MON) and the
four exposure factors directly on the dependent factors (RW1, RW2, LS1 and
LS2) for both groups was done so that the structure of the models could be
interpreted better. Figures 4.11 and 4.12 illustrate these influences for the NIE
and the IE groups respectively.

Influences on test performance factors: Non Indo-European
group

As presented in Table 4.8 and Figure 4.11, for the NIE group, each of the
exposure factors had direct (D) influences on at least two of the test performance
factors. The exposure factor with the strongest direct influence was HCF with
directinfluence on both of the reading-writing test factors: RW1 (.226) and RW?2
(.289); onone of the two listening-speaking test factors: LS 1 (.319); and on MON
(.266). HCI had moderate direct influence on both the listening-speaking test
factors: LS1 (.105) and LS2 (.141), while ESC had direct influence on both the
two listening-speaking factors: LS1(.246) and LS2 (.164) but negative influence
on MON (-.142). MON had direct influence on both the reading-writing factors:
RW1 (.186) and RW2 (.183).
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Indirect (I) influences which were the products (or sums of products) of direct
influences were few in number and generally weak, as shown in Table 4.8: HCF
on RW1 (.050) and RW2 (.049) and ESC on RW1 (-.026) and RW2 (-.026).

In terms of total (T) influence, as shown in Table 4.8, there were at least five
noteworthy positive influences, in order of magnitude: HCF on RW2 (.338), on
LS1(.319),on RW1 (.276) and on MON (.266); and ESC on LS1 (.246). Other
noticeable influences were: MON on RW1 (.186) and on RW2 (.183).

Table 4.8

Model 2A: Direct (D), Indirect (I) and Total (T) influences on test
performances for the non Indo-European group*

HCF HCI ESC MON R?
MON
D 266 - 142%
I
T .266 -.142%* .109
RWI1
D 226 .186
I .050* -.026
T 276 -.026 .186 110
RW2
D 289 183
I .049 -.026
T 338 -.026 .183 150
LSl
D 319 .105 .246
I
T 319 .105 .246 137
LS2
D 141 .164
I
T 141 164 .047

*Blank space indicates influence was not estimated or significant; all direct and total
influence estimates are significant at p < .0l or t > 2.58 except the estimate with asterisk
which is significant at p < .05 or t > 1.96; among indirect influences, only the estimate with
asterisk is significant at p < .05 or t > 1.96; all other indirect influences are not significant;
the disturbances of dependent factors were correlated but are not shown here.
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Figure 4.11

Model 2A: Influences of test taker characteristics on test performance
factors for the non Indo-European group
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Influences on test performance factors: Indo-European
group

As presented in Table 4.9 and Figure 4.12, ESC had direct (D) influence on the
three test performance factors: RW1(.221),LS1(.216)and LS2(.212). HCF and
HCI, on the other hand, had direct negative influence on three test performance
factors: HCF on LS1 (-.205), HCI on RW1 (-.144) and LS2 (-.068). MON was
directly influenced differently by HCF and ESC: HCF had a positive direct
influence (.160) while ESC had a direct negative one (-.228). MON had weak
direct influence on two test performance factors: RW1 (.106) and RW2 (.108).

Indirect (I) influences were once again few in number and generally weak,
as shown in Table 4.9: HCF on RW1 (.017), and ESC on RW1 (-.024) and RW2
(-.025).

In terms of total (T) influence, as shown in Table 4.9, there were five notable
influences, in order of magnitude: ESC on MON (-.228), on LS1 (.216), on LS2
(.212); HCF on LS1 (-.205) and ESC on RW1 (.197).
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Table 4.9

Model 2A: Direct (D), Indirect (I) and Total (T) influences on test
performance factors for the IE group*

HCF HCI ESC MON R?
MON
D .160* -228
I
T .160* -228 078
RW1
D -.144 221 .106*
| 017 -.024
T .017 -.144 197 .106* .070
RW2
D .108*
I .017 -.025%
T 017 -.025* .108* 011
LSl
D -.205 216
I
T -.205 216 .088
LS2
D -.068* 212
|
T -.068* 212 .049

*Blank space indicates that influence was not estimated or significant; all direct and total
influence estimates are significant at p < .01 or t > 2.58 except estimates with an asterisk
which are significant at p <.05 ort > 1.96; among indirect influences, only the estimate with
an asterisk is significant at p < .05 ort > 1.96; all other indirect influences are not significant;
the disturbances of dependent factors were correlated but are not shown here.

67



4 Modeling the data: The results of the study

Figure 4.12

Model 2A: Influences of test taker characteristics on test performance
factors for the IE group
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Explanation for the four research questions

This analysis also provided explanations for the four specific research questions
asked earlier. The total influence estimates from Tables 4.8 and 4.9 help provide
the answers to the questions. For question 1, the answer was mixed. For the non
Indo-European group, home country formal strongly influenced test performance
factors: on RW1 (.276), RW2 (.338), and LS1 (.319) and MON (.266). For the
Indo-European group, however, HCF had negative influence on LS1 (-.205) and
weak positive influence on monitoring (.160) and RW1 (.017).

The answer to question 2 was a weak yes, as there were weak total influences
for the NIE group from home country informal on LS1(.105) and LS2 (.141). For
the IE group, HCI had negative influence on RW1 (-.144) and LS2 (-.068).

The answer to question 3 was again strong yes: for the NIE group, English
speaking country influenced test performance factors differently on LS1 quite
strongly (.246), less strongly on LS2 (.164) but negatively and weakly on RW1
and RW2 (both -.026). In addition, the influence on MON was negative (-.142).
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For the IE group too, ESC influenced test performance factors differently: quite
strongly on LS1 (.216) and LS2 (.212), and a little less strongly on RW1 (.197),
but negatively and weakly on RW2 (-.025). In addition, the influence on MON
was negative (-.228).

The answer to Question 4 was a weak yes, as there were weak influences: for
the NIE group, MON influenced RW1 (.186) and RW2 (.183) and for the IE
group, MON influenced the same two test factors: RW1 (.106) and RW2 (.108).

Reasonable explanation versus statistical fit

Once again, from the results presented above for Model 2s, it was apparent that
the models did not produce either a clear overall statistical fit or lack of fit for both
groups. There was some improvement in model fit from Model 1 for the NIE
group and a worse fit from Model 1 for the IE group. Again, however, the
comparative fitindices (0.94 for the NIE group and 0.92 for the IE group) showed
that the models were quite good. So, a further examination of the results of the

Model 2s for the two groups was done as a final check before it was decided

whether the models provided a reasonable explanation of the relationships

among the factors. The examination showed the following:

1 For the NIE group: while the average absolute standardized residuals were
0.06 and the residuals were normally distributed, the errors for each of the
variables were between .349 and .921 (with one exception of E22=.113); the
disturbances for each of the dependent factors were between .922 and .976 and
correlations between them were .61 1 to .908; (these correlations are presented
in Appendix 2).

2 ForthelE group: while the average absolute standardized residuals were 0.05
and the residuals were normally distributed, the errors for each of the variables
were between .239 and .922 (with the exception of E22=.106); the disturbances
for each of the dependent factors were between .955 and .994 and correlations
between them were .435 to .813; (these correlations are presented in Appendix
2).

Again, while the standardized residuals and their distribution seemed to suggest
that the models are close to a fit for both groups, there were discouraging signs:
the high errors indicated that in the measurement of the variables there was a lot
of error, and the high disturbances indicated that the amount of variance
accounted for in each of the structural equations was low, which means a very
low proportion of variance in the dependent constructs was accounted for by the
independent constructs. These results were not very different from the results
obtained from the analyses of Models 1. Therefore, since the overall fit of the
models to the data was not clearly acceptable and these figures discussed above
seemed to diagnose weaknesses in the fit of the models, alternative models were
attempted. These are discussed below.

69



4 Modeling the data: The results of the study

Alternative models

Several alternative models were posited as yet another attempt to find a clearly
acceptable model. This was attempted because a common criticism of model
formulation and evaluation in structural modeling is that alternative models can
be found to explain the data as well (Freedman 1987).

The first alternative model attempted was based on an earlier analysis of these
databy Bachmanezal. (1995). As discussed earlier, treating these data as asingle
group, Bachman et al. showed through an exploratory factor analysis that a
higher-order general factor with four first-order factors was the most parsimo-
nious and interpretable factor structure for the data. However, as reported earlier
in this chapter, when this model was used to model test performance factors by
themselves, there were convergence problems for both groups. Still, it was
thought that this might be an alternative model to attempt.

Therefore, a model with a higher-order general factor with four first-order
factors for test performance and four test taker characteristic factors was
attempted. Modeling with this model was unsuccessful for both groups as all
variations of this basic model produced linear dependencies among other
parameters. Therefore, this model was considered unacceptable.

A second alternative model that was attempted was the nested factor model
proposed by Gustafsson and Balke (in press). As discussed earlier, when this
model was attempted with the test performance factors by themselves, there was
the problem of linear dependency of the general factor on other parameters. Still,
it was considered a possible alternative. While the modeling did not produce any
problems, the summary goodness-of-fit statistics showed that this model was not
a satisfactory explanation for both groups: for the non Indo-European group,
x*=1037.459,df=259; x*/df=4.01, and for the Indo-European group, x2=1426.832,
df=260; x¥/df=5.49.

A third alternative model attempted was a reduced Model 2: exclusion of the
monitoring factor, leaving the model with three test taker characteristics and four
test performance factors. While this model did not produce any problems, the fit
to the data did not improve for both groups: for the non Indo-European group,
X*=457.372,df=193; x*/df=2.37, and for the Indo-European group, x?=631.404,
df=193; x*¥df=3.27. In addition to the lack of statistical fit, the parameter
estimates were not as strong and less interpretable. Therefore, this model too was
considered unacceptable.

As a final attempt at modeling these data, multiple-group analysis was
perhaps thought to be the cause of the lack of statistical fit though there was
evidence that the two groups were different. These multiple-group data were,
therefore, merged so that the data could be treated as a single group. Models 1
and 2 were then used to model these data. The results were as initially expected:
treating the two groups as a single group did not improve statistical fit. Summary
goodness-of-fit-indices were as follows: for Model 1: ¥2=1019.561, df=257;
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x*df=3.97 and for Model 2: ?=1047.535, df=260; x*/df=4.03. Therefore, these
two models were also considered statistically unacceptable even for single-
group data.

Summary

In summary, first, two four-factor models were found to be acceptable for the test
taker characteristics and the test performance factors for the non Indo-European
and the Indo-European groups. Second, two models designed on the equal
influence factors model and Gardner’s intervening factors model were evaluated
for model fit for both groups. While the result of the analysis of Model 1 (the
equal influence factors model) was not clearly acceptable, it was close to
acceptability for the non Indo-European group. Model 2 (Gardner’s intervening
factors model) was very interesting for two reasons: model fit for the non Indo-
European group was better than for Model 1, and the direct, indirect, and total
influences from the test taker characteristics to the test performance factors for
both groups were quite substantive and interpretable. Finally, as a last attempt
for aclearly acceptable model, three unsuccessful attempts were made with three
alternative models (HOF, NF, and a reduced Model 2), and then, the non Indo-
European and Indo-European groups were merged into one and analyzed’as a
single group. None of these attempts produced statistical fit.

71



Discussion of results and
conclusions

Overview

The purpose of this study was to investigate the influence of test taker
characteristics on EFL test performance by exploring the relationships among
test taker characteristics and test performance. It was thought that the variability
in EFL test performance in the different skill areas could be examined as a
function of test taker characteristics such as previous exposure to English
(formal and informal), and self-monitoring of language use. Thus, the general
research question and the main substantive issue was to develop an explanatory
model which could assess which test taker characteristics influenced test
performance and to what extent.

In order to investigate this research question, it was felt that appropriate
models which represent the structural relationships between test taker character-
istics and test performance factors should be developed so that these models
could then be evaluated empirically. The best methodological approach for this
is structural modeling as hypothesized relationships among constructs as well as
between constructs and observed variables can be represented.

Results of the structural modeling were complicated and extensive, and
generally conformed to expectations and the hypotheses. After much explora-
tion, the models provided satisfactory explanations of the data for both the non
Indo-European and the Indo-European groups of subjects though they lacked
statistical model fit. All test taker characteristic factors made some contribution,
direct or indirect, however small, to the test performance factors though the
influences differed depending on the native language group. Each of the test
taker characteristics, test performance and the research questions associated
with each of them are discussed. Model comparisons are also discussed,
followed by general conclusions, implications for research and some ideas for
further research.

Influence of previous exposure

The three factors of previous exposure or instruction that were used in this study
to investigate this influence on EFL test performance were home country formal
instruction (HCF), home country informal exposure (HCI) and English speaking
country (ESC) instruction or exposure. Their influences were varied and in some
cases substantial.
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Home country formal instruction

The influence of HCF instruction on the test performance factors in Model 1 for
both groups though present, was not substantial. In Model 2 for the non Indo-
European group, however, its influence was substantial on three of the test
performance factors: RW1, RW2 and LS1. These three factors included the
FCE, the TEW, and the TOEFL, but did not include the SPEAK, which makes
up the LS2 factor, indicating that HCF instruction was an important factor in
performing on the FCE, the TEW and the TOEFL and not on the SPEAK. Since
the SPEAK is a non-interactional tape-mediated, speeded, oral test, performance
on this test may not benefit very much from formal instruction. This is a notable
result especially because HCF instruction did not positively influence any of the
test performance factors substantially for the Indo-European group. Infact, there
was significant negative influence on LS1 which is made up of TOEFL and FCE
listening and oral tests respectively.

Thus, HCF instruction was positively and substantially influential for the NIE
group and not for the IE group. While this may not have been entirely
unpredictable, it indicates that HCF instruction influences reading, writing and
listening performance for EFL learners living in sites where NIE languages are
spoken.

In summary, the influence of HCF instruction was more clear in Model 2,
where monitoring was an intervening factor. The strong influence of HCF
instruction for the NIE group answered question 1 which was whether HCF
instruction would positively influence RW1 and RW2. In addition, it answered
in the affirmative the supplementary question whether HCF instruction is stronger
for the NIE group than the IE group.

Home country informal exposure

HCI exposure did not have as much influence on test performance as HCF
instruction for either group across all models. In Model 2, for the NIE group, HCI
exposure showed a significant though moderate influence on both the listening-
speaking factors. For the IE group, HCI exposure showed negative though
moderate influences on two test performance factors, RW1 and LS2.

HCI exposure influence on both the listening-speaking factors for the NIE
group is an interesting result. It indicates that informal exposure to English is
influential in performance on these two groups of tests: the listening and
speaking test parts of the TOEFL and the FCE, (which are interactional) and the
SPEAK test (whichis non-interactional). Once again, this is not an unpredictable
result, as it is commonly thought that informal exposure will help the listening
and speaking skill areas, especially for the NIE group. However, the moderate
negative influence of HCI exposure on two test performance factors for the IE
group is really puzzling; it is not clear why informal exposure would be
uninfluential to the IE group.
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These results were surprising in terms of what was asked as a research
question about HCI exposure. Question 2 asked first whether HCI exposure
would positively influence LS1 and LS2 test performance factors, and, next,
whether it would show stronger influence on the IE group than the NIE group.
The first part of the question was answered in the affirmative by the strong HCI
exposure influence on LS1 and LS2 but the second part was just the reverse.

English speaking country instruction or exposure

Although HCF instruction and HCI exposure did have substantial and moderate
influence over the test performance factors respectively, neither of them seemed
to be as substantive as ESC influence. The influence of ESC instruction or
exposure in Model 2 showed substantial positive influences for both groups on
LS1 and LS2. In Model 2, for both the NIE and the IE group, there were
substantial positive influences on LS1 and LS2 and a not too surprising negative
influence on monitoring. For the IE group, there was a moderate influence on
RWI1 also. The indirect influences were generally low and negative but not
significant.

This result confirms a commonly held belief that ESC instruction or exposure
is an important influence on performance on listening and speaking skills, that
is, a visit to or stay in an English speaking country for pleasure/instruction
positively influenced listening and speaking abilities for both groups. In
addition, the influence of ESC instruction or exposure on RW1, which is made
up of FCE papers 1 to 3, indicates that reading and writing too was positively
influenced.

These results showed strong positive answers to the third research question.
Question 3 asked whether there would be positive influence of ESC instruction
or exposure on LS1 and LS2 for both groups, and that is what the results clearly
showed. Thus, this question was answered in the affirmative. However,
Question 3 did not ask whether there would be a strong negative influence from
ESC instruction or exposure on monitoring for both groups. This will be
discussed in the next section.

While these results regarding previous instruction or exposure are not entirely
new, there has been little research investigation using these exact categories so
that direct comparisons with previous research cannot be made. However,
Nation and McLaughlin (1986) in their experimental study of multilingual,
bilingual and monolingual learners used two similar conditions of instruction
that parallel HCF instruction and HCI exposure: the “explicit learning condi-
tion” (with structured presentation and attention on rule-learning) which paral-
lels the HCF instruction and the “implicit learning condition” (with random
presentation and no attention on rule-learning) which parallels the HCI expo-
sure. Their results indicate that while the “explicit learning condition” led to
greater success for the bilinguals and monolinguals, the learning condition did
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not make a difference for the multilinguals. This finding contrasts with the
results obtained in this study: the performance of the NIE group which was more
substantially influenced by HCF instruction was not as good as the IE group on
even one of the tests.

Influence of and on monitoring

Monitoring (MON) had a substantial influence on test performance factors for
both groups. In the Model 1s for both groups, monitoring had a strong positive
influence on RW1 and a negative influence on RW2. This might have been due
to the differences in test methods used by the two RW factors. But the Model 2s,
which presented MON as an intervening factor, showed more interesting results:
HCEF instruction had a strong influence on MON and MON had a moderate
influence on RW1 and RW2 for both groups (though more for the NIE group).

This result clearly indicates that MON is related to HCF instruction, suggest-
ing that learners who have formal instruction, such as the NIE group, could be
the ones who strive for correctness and, therefore, monitor more than those who
are more likely to have had more informal learning, and are less concerned with
correctness, like the IE group. In addition, it is also interesting to note that MON
moderately influenced both the reading and writing tests as both tests provide
time enough to respond. Thus, it was unsurprising that since monitoring inhibits
output, especially speeded up output like speaking, it did not show any influence
on either of the listening and speaking tests.

Also, the influence of ESC instruction or exposure on MON was interesting:
the IE group showed more negative influence of ESC instruction or exposure on
MON than the non IE group. This result was not unsurprising as the IE group
for whom ESC instruction or exposure had greater influence on the tests,
monitored their language much less than the NIE group, for whom ESC
instruction or exposure had much less influence on the tests.

These results indicate that there is a strong positive relationship between the
MON and HCF instruction factors for both groups. More importantly, Krashen’s
hypothesis that formal learning leads to more monitoring (like the NIE group)
and informal learning/acquisition leads to less monitoring (like the IE group)
seems to have been supported from these results. This finding must, however,
be read in the light of the fact that monitoring in this study was a self-report of
monitoring.

EFL test performance

The four EFL test performance factors were modeled as correlated dependent
factors. This model was formulated after successful modeling on test performance
factors themselves. Unsuccessful modeling of test performance factors included
a higher-order general factor and four first-order factors based on Bachman et
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al.’s (1995) exploratory factor analysis. Another model based on Gustafsson and

Balke’s (in press) nested factor model did not prove successful either. Thus, the

four-factor structure with correlated disturbances for test performance was used

for all models. This structure did not collapse in any of the modeling; in fact, it

did admirably well for both types of models for both groups.

As discussed in Chapter 3, there were two reading-writing factors and two
listening-speaking factors. The first two factors, which were the reading-writing
factors, could be distinguished by the fact that the variables that made up
Reading-Writing 1 were FCE papers 1, 2, and 3 (an FCE written mode); and the
variables that made up Reading-Writing 2 were TOEFL sections 2 and 3, and the
TEW (an ETS written mode). The listening-speaking factors could be distin-
guished too: the variables that made up Listening-Speaking 1 were FCE papers
4 and 5, and TOEFL section 1 (an interactional mode); and the variables that
made up Listening-Speaking 2 were the SPEAK scores for pronunciation,
fluency, grammar, and comprehensibility (a non-interactional mode).

The robustness of this four factor structure across models and groups provides
evidence for the following:
| there was adifference between the FCE and the ETS reading-writing sections,

asscores from these two types of tests, though correlated, remained structurally

separate;

2 there was a difference between the two kinds of listening-speaking tests: the
FCE papers were in an interactional mode and SPEAK (also developed and
administered by ETS) was non-interactional in mode. This difference,
however, could not be due to the fact that different underlying abilities were
being tapped, since Bachman et al. (1995) through exploratory factor analysis
showed that similar abilities were being measured by both EFL batteries.
Thus, it is possible to speculate without the benefit of detailed analyses that
the main reason that these factors remained separate though correlated is the
use of different test methods in each of the two reading-writing and listening-
speaking factors.

More specifically, it is possible that the differences between the two reading-
writing factors (RW1 and RW2) were due to the test method and not language
ability. The variables that made up RW1 with their corresponding test method
were FCE papers 1 (multiple-choice), paper 2 (open-ended), and paper 3 (gap-
filling; short completion) as against the variables for RW2, which were TOEFL
sections 2 and 3 (both multiple-choice) and TEW (open-ended). The difference
between the two factors is clear: there was one test method for each FCE paper
(atotal of three) but the two TOEFL sections and the TEW together had only two
test methods (with multiple-choice in two sections).

Similarly, it is possible that the two listening-speaking factors (LS 1 and LS2)
were different not because the language ability tapped by the two factors was
different but because the test method is different. The variables that made up LS1
were FCE papers 4 (listen to tape and written response; open-ended) and 5 (face-
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to-face oral interview; oral open-ended) and TOEFL section 1 (listen to tape;
written multiple-choice) as against the variables that made up LS2 which were
SPEAK (tape-mediated with taped responses). Based on this analysis, it is
possible to label the two listening-speaking factors as follows: LS 1 asinteractional
in mode and LS2 non-interactional in mode.

A thorough test method content analysis would have to be conducted before
confirming this speculation. Using a detailed instrument such as the one
proposed by Bachman (1990) would provide an extension of the construct
validation that is normally obtained by examining mere test scores.

Model comparisons

The two models, the equal influence factors model and Gardner’s intervening
factors model, in which there is a chain of causation with intervening factors,
were tested for fit for the two groups. While Model 1 represents the view that
previous instruction and exposure to English and self-report of monitoring are
equal in status as influences on test performances, Model 2 represents Gardner’s
(1985) view though he does not include monitoring in any of his models.

Though these two models seem to be clearly different, the results of this study
did not show up this difference. For example, in terms of the y*/df ratios, for the
NIE group, Model 1A was 2.24 and Model 2A was 2.17, and for the IE group,
Model 1A was 2.97 and Model 2A was 3.01. In terms of the comparative fitindex
(CFI), one of the most robust goodness-of-fit indices (Bentler 1990), for the NIE
group, for both Models 1A and 2A the value was 0.94, and for the IE group, for
both Models 1A and 2A the value was 0.92. The only observable difference
between the two groups was that while the indices showed that, for the NIE
group, Model 2A was slightly better than Model 1A, for the IE group, it was the
other way around: Model 1A was slightly better than 2A. But since the
improvement of fit for the NIE group from Model 1A to 2A and the degradation
of fit for the IE group from Model 1A to 2A was so small, it is not clear whether
the difference in model type was a significant factor.

So, if there is little difference in the results from the two models, then the
questions posed by Skehan (1989) about Gardner’s (1985) work could be raised
again:

... what if MOT were changed in status to make it an exogenous
variable at a similar level to INT and ALS? Or what if INT and
ALS were combined? Or MOT and ALS reversed? (1989:70)

Skehan’s questions, though specific to Gardner’s (1985) work regarding MOT
(Motivation), INT (integrative orientation), and ALS (attitude to learning
situation), can be used to ask general questions about model formulation: Should
these factors be modeled in this order and status? Should these factors be
combined or dropped for higher level factors? Should alternative models be
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formulated for model testing?

These questions could perhaps be answered after more model formulation and
evaluation is performed in different academic situations, with different subjects,
tests and test taker characteristics.

Conclusions

In conclusion, what is it that can be said of the relationships among test taker
characteristics and EFL test performance? And, what can be said of the structural
modeling approach used in investigating these relationships?

Without restating the details of the results of this study, it could be said that
it is noteworthy that the multiple, complex, subtle and dynamic networks of
relationships among test taker characteristics and EFL test performance were
uncovered for both groups of subjects (non Indo-European and Indo-European
groups). These relationships also indicated that influences on EFL test perform-
ance are dependent on many factors working in concert, not a few factors
working in isolated ways. And, overall, when this study is replicated with new
data and expanded upon with additional variables, then, as Bachman (1990:156)
states, test developers and test takers will benefit:

As research into the effects on test performance of personal
attributes and test method facets progresses, test developers will
have better information about which characteristics interact with
which test method facets, and should be able to utilize this
information in designing tests that are less susceptible to such
effects, that provide the greatest opportunity for test takers to
exhibit their ‘best’ performance, and which are hence better and
fairer measures of the language abilities of interest.

Methodologically, in terms of the structural modeling approach, it is important
to point out that for multivariate analyses of dynamic systems like language
learning, structural modeling appears to be an essential, if not a preferred,
approach. It could be an ideal approach especially if, following Bachman’s
(1990) proposal, researchers begin to investigate the influence of the four factors
that Bachman has identified as ones that influence language test performance.
Model formulation and model modification too, especially when done in the
exploratory mode of structural modeling, give it a flexibility that other research
methodologies do not have. Also, it is noteworthy to point out that, following
Cronbach’s (1989) proposal, this study followed a “weak’ program of construct
validation, not one which involved formal hypothesis testing, but one which
sought explanations from the many perspectives of the proposed models,
hopefully highlighting where the “greatest perplexities lie”.

Finally, it is hoped that this study has helped contribute to the beginnings of
atheory of construct validation for test performance — a theory that will take into
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account not only the construct validation of the traits or competencies being
measured or the test instruments being used and interpreted, but a theory that will
also consider the personal attributes or characteristics of the test takers, the test
method facets and random factors, all of which influence language test perform-
ance.

Implications for research

This study showed that relationships among test taker characteristics and EFL.
test performance could be explored using the structural modeling approach. It
also showed that a large data set with about 1,000 subjects, 45 background
questionnaire items, and thirteen EFL test scores could be modeled successfully.

Further, because reasonable explanations for the relationships could be made,
the lack of statistical fit for the models did not seem to be particularly bother-
some. This was especially so
1 because the lack of statistical fit was not too bad in all the acceptable models,

and
2 because of the fact that the two groups had a fairly large number of cases in

them, and the lack of statistical fit could also be due to the large number of
cases.

Methodologically, as stated earlier in this section, structural modeling was an
adequate and satisfying approach. It provided the scope for model formulation
and evaluation from substantive theory as well as from what the data was
suggesting.

Future language testing researchers, however, should note that structural
modeling is not without its problems. It requires training to program, to interpret
and to report. In addition, since the specific programing and terminology differs
from EQS to LISREL to LISCOMP, to name a few statistical software programs,
itis essential to program extensively with one statistical software before moving
to the others.

Other substantial problems also exist especially if there are other kinds of
factors involved. First, relationships among test taker characteristics, test
method and test performance factors may not be strictly linear for all data. These
relationships may in fact be curvilinear. This could be a crucial problem in
applied linguistics research especially because linearity of variables is an
important assumption in structural modeling. And, because, most researchers
who have used structural modeling are language testing and SLA researchers
(mainly those working in the Gardner-Giles tradition of social psychology) and
their variables are typically linearly related, little is known about variables
researched by others.

Second, the measurement of these factors poses another challenge: data
collection through questionnaires and self-reports presents problems that may be
difficult to deal with and anticipate. For example, self-reports of previous
instruction or exposure, as used in this study, could often be somewhat inaccurate
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because of the subjects’ blurring of memory due to a long time lapse or their
difficulty in reducing their memory of events into a multiple-choice or Likert
type questionnaire.

Third, several hidden relationships between factors and variables could
emerge presenting overtly uninterpretable relationships and inexplicable struc-
tural models. In these situations, researchers should be informed by substantive
theory and previous research results before they begin to use model modification
procedures. Otherwise, blind allegiance to statistical suggestions for modifica-
tions could result in meaningless relationships.

Fourth, categorical data as opposed to interval data presents an additional
challenge for structural modeling and this may require the use of certain
statistical software, like LISCOMP (Muthen 1987), for successful modeling.

But, despite these difficulties, structural modeling is a powerful way of
investigating the expanded notion of construct validity using the nomothetic
span concept.

Further research

Further research along the same lines as this study could include:

1 Animproved and simplified background questionnaire and scale development
for collection of test taker characteristics, preferably without branching items,
would be a great asset for data collection. In addition, self-reported data on
other test taker characteristics could be collected. For example, information-
processing and cognitive characteristics would be interesting data to add to
the already existing group of test taker characteristics. Rose (1978) and
Lansman and Hunt (1980) indicate that there is great potential with this line
of research, and, therefore, this area of investigation would be worth the extra
effort.

2 Content analyses of test method facets would be a valuable addition to test
taker characteristics and test performance data. This would bring information
of yet another factor that is posited by Bachman (1990) to influence test
performance. Research techniques used by Bachman et al., (1988a) and
Bachman et al. (1991) seem to show promising results and these could be
considered.

3 Structural modeling of data that includes an expanded group of test taker
characteristics, content analyses of test method facets, and test performance
would be a fascinating study. Modeling all these data has not been reported
so far, and, therefore, this could be at the cutting edge of language testing
research.
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4 Modeling data across categorical variables, like gender, native language, race
and ethnicity, and using test scores to differentiate ability level groups could
add additional dimensions to the substantive research questions and structural
modeling. Muthen’s (1989b) new approach for investigating factor structure
among different groups like the ones mentioned above using the Pearson-
Lawley selection formulas is convincing and should be used.

5 Finally, replication of studies with new data could not only build on existing
findings but could offer insights that have escaped this researcher as well as
others.

Final thoughts

This modeling study provided a unique opportunity to explore the dynamic and
complex network of structural relationships among some test taker characteristics
and EFL test performance for two primary reasons. First, though only two major
test taker characteristics factors were used in these analyses, it was evident that
this approach uncovered more information about the relationships of those
factors to EFL test performance than would have been possible if these factors
were treated individually, or if any other procedure was used. Second, the two
native language groups were modeled separately so that the native languages and
cultures, and the opportunity to learn English in those two contexts (non Indo-
European and Indo-European) could be examined separately. As mentioned
earlier, research with additional factors, such as, gender, age, attitude and
motivation, learning strategies and styles, to name a few, could provide fuller
descriptions. But since not all of these and other test taker characteristics
(personal attributes, educational, cognitive, psychological and social
characteristics) will have significant influence on test performance, the challenge
for language testing researchers is to identify the test taker characteristics that
influence test performance and then to model those test taker characteristics with
test performance in a network fashion to arrive at a model that could explain the
major influences on test performance. A theory of construct validation that
includes both content representation and nomothetic span could then emerge.
To conclude, Upshur (1983) notes that “measurement of individual differ-
ences has potential for more direct contributions to theory development in the
language sciences” (p. 119). He provides three different aspects for researchers
considering the measurement of individual differences and explanation in the
language sciences: “establishing a research agenda, elaborating variables and
evaluating theoretical models” (p. 119). Three challenges within these aspects
are relevant for structural modeling research: incompleteness of structural
models (difficulty in knowing whether amodel is complete or not), undecidability
of best model from available models (difficulty in deciding which and when a
model is superior), and inaccuracy in measurement of variables (difficulty in
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accurately measuring variables, though they may be precisely measured).
Finally, since data from the human and language sciences (including language
learning and testing) tends to have a great deal of complexity and uncertainty
(West and Salk 1987), structural models like the ones examined and discussed
in this study may only be scratching at the surface of the complexity. Perhaps,
acomplex systems analysis, following the example of Pena-Taveras and Cambel
(1989), may be required for theory development in the language sciences.
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W

Background questionnaire

Correlations among independent variables (disturbances) of Models 1A and
2A

Model 1A: NIE Group

Model 1A: IE Group

Model 2A: NIE Group

Model 2A: IE Group

Model 1: Figures, standardized estimates for paths and correlations among
independent variables

Model 1B: IE Group

Model 1C: IE Group

Model 2: Figures, standardized estimates for paths and correlations among
independent variables

Model 2B: NIE Group

Model 2C: NIE Group

Model 2D: NIE Group

Model 2B: IE Group

Model 2C: IE Group

Model 2D: IE Group

EQS computer programing for selected models

Correlation matrices for TTCs, TP, and TTCs and TP together for the NIE and
IE groups
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Appendix 1 Background
questionnaire*

(Original English version)

* Only items 1 to 45 were used in this study.

This questionnaire is designed to provide us with information of interest for
research purposes. Your answers to these questions will be kept strictly
confidential. Please answer each question as accurately as you can. Thank you
for your cooperation.

DIRECTIONS:

Please provide the information on the top portion of the answer sheet as
instructed. For each question below, darken the appropriate circle on the answer
sheet using the pencil provided. All answers should be given on the answer sheet
provided. Do not mark anything on this questionnaire.

1

84

What is your current educational status?

(A) enrolled in a secondary school

(B) enrolled part-time in a college, university or other institution of higher
education

(C) enrolled full-time in a college, university or other institution of higher
education

(D) enrolled in a language institute or English course given where I work

(E) not currently enrolled as a student

Have you ever or are you currently taking a course to prepare for the TOEFL?
(A) yes
(B) no

Have you ever or are you currently taking a course to prepare for the FCE?
(A) yes

(B) no

Have you ever or are you currently taking a course to prepare for the CPE?
(A) yes

(B) no



Appendices

5 At what age did you begin to learn or use English?
(A) 1-5 years (D) 14-17 years
(B) 6-9 years (E) 18 or more years
(C) 10-13 years

6 Have you ever studied English in school or in a language institute in the
country you consider to be your home country?
(A) yes
(B) no

IF YES, ANSWER QUESTIONS 7-13. IF NO, GO TO QUESTION 13 ON
PAGE 3.
7 How many years have you studied English in school or in a language
institute?
(A) less than | year (D) 7-9 years
(B) 1-3 years (E) 10 or more years
(C) 4-6 years

8 How old were you when you first began to study English in school or in a
language institute?
(A) 1-5 years (D) 14-17 years
(B) 6-9 years (E) 18 or more years
(C) 10-13 years

How many hours per week did you spend in English class ...

9 ...in elementary school?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours

10 ... in secondary school?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours

11 ... in college and/or language institute?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours
12 How many hours are you currently spending in English class?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours

85



Appendices

13 Have you used English athome with your family or friends in the country you
consider to be your home country?
(A) yes
(B) no

IF YES, ANSWER QUESTIONS 14-18. IF NO, GO TO QUESTION 18 ON
PAGE 4.

14 How many years have you used English at home?
(A) none (D) 4-6 years
(B) less than 1 year (E) 7 or more years
(C) 1-3 years

15 How old were you when you first started to use English at home?
(A) 1-5 years (D) 14-17 years
(B) 6-9 years (E) 18 or more years
(C) 10-13 years

16 How much did you use English at home?
(A) not at all
(B) alittle
(C) about half the time
(D) most of the time
(E) all the time

17 How much do you currently use English at home?
(A) not at all
(B) alittle
(C) about half the time
(D) most of the time
(E) all the time

18 Have you ever learned or used English while visiting or living in an English-
speaking country?
(A) yes
(B) no

IF YES, ANSWER QUESTIONS 19-21. IF NO, GO TO QUESTION 30 ON
PAGE 6.

19 How old were you when you first went to an English-speaking country?
(A) 1-5 years (D) 14-17 years
(B) 6-9 years (E) 18 or more years
(C) 10-13 years
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20How many years in total did you spend there?
(A) 1 year or less (D) 8-10 years
(B) 24 years (E) 11 or more years
(C) 5-7 years

21Did you study English in school or in a language institute in the English-
speaking country?
(A) yes
(B) no

IF YES, ANSWER QUESTIONS 22-27. IF NO, GO TO QUESTION 27 ON
PAGE 5.

22 How many years did you study English in school or in a language institute
in an English-speaking country?
(A) less than 1 year (D) 7-9 years
(B) 1-3 years (E) 10 or more years
(C) 4-6 years

23 How old were you when you first began to study English in school or in a
language institute in an English-speaking country?
(A) 1-5 years (D) 14-17 years
(B) 6-9 years (E) 18 or more years
(C) 10-13 years

How many hours per week did you spend in English class ...

24 ... in elementary school?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours

25 ... in secondary school?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours

26... in college and/or language institute?
(A) none (D) 7-9 hours
(B) 1-3 hours (E) 10 or more hours
(C) 4-6 hours

87



Appendices

27Did you use English athome with family or friends in the English-speaking

country?
(A) yes
(B) no

IF YES, ANSWER QUESTIONS 28-66. IF NO, GO TO QUESTION 30 ON

PAGE 6.

28 How many years did you use English at home with family or friends in the

English-speaking country?

(A) none (D) 4-6 years

(B) less than 1 year (E) 18 or more years
(C) 1-3 years

29 How old were you when you first started to use English at home in the

English-speaking country?

(A) 1-5 years (D) 14-17 years

(B) 6-9 years (E) 18 or more years
(C) 10-13 years

The following statements describe some possible reasons why people learn
English. For each statement, darken the circle on your answer sheet by the
response which is most appropriate for you — i.e., the response which best

describes why you want to learn English.

A = strongly agree (SA)
B = agree (A)
C = disagree (D)
D = strongly disagree (SD)

30 I want to be able to read English books, reports,
articles, etc. in my field of specialization.

31 I want to think and behave as people from America
or Great Britain do.

32 I want to be able to write professional reports in
English.

33 I want to fit into an English-speaking community.

34 I enjoy learning English as a second or foreign
language.

35 As an international language, English is useful for
communicating with other people whose native
language I do not know.

36 I want to understand American or British people
and culture.

37 English is important for career purposes.
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38 When you hear (or listen to) a mistake in English, do you know it is a mistake

because it “sounds” wrong to you, or do you understand why it is wrong?

(A) Only because it “sounds” wrong.

(B) Usually because it “sounds” wrong, but sometimes I understand why
it is wrong.

(C) I usually understand why it is wrong.

(D) I almost always understand why it is wrong.

39 When you see (or read) a mistake in English, do you know it is a mistake

because it “looks” wrong to you, or do you understand why it is wrong?

(A) Only because it “looks” wrong.

(B) Usually because it “looks” wrong, but sometimes Iunderstand why
it is wrong.

(C) I usually understand why it is wrong.

(D) I almost always understand why it is wrong.

40 When you speak, do you just say what “sounds” correct, or do you think

41

about the English rules you know?

(A) I say what “sounds” correct.

(B) I usually say what “sounds” correct, but sometimes I think about rules.
(C) I usually think about rules, but I also say what “sounds” correct.

(D) I always think about rules.

When you write, do you just write what “looks” correct or do you think about
the English rules you know?

(A) I write what “looks” correct.

(B) T usually write what “looks” correct, but sometimes I think about rules.
(C) I usually think about rules, but I also write what “looks” correct.

(D) I always think about rules.

How often do you forget to use the English rules you know ...

42 ... in speaking?

(A) almost always (C) not very often

(B) often (D) almost never
43 ... in writing?

(A) almost always (C) not very often

(B) often (D) almost never
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44 How often can you tell (while listening) when a speaker breaks a rule of
English you know?
(A) almost always (C) not very often
(B) often (D) almost never

45 How oftencanyou tell (while reading) when a writer breaks arule of English
you know?
(A) almost always (C) not very often
(B) often (D) almost never

How often do you think you don’t know ...

46 ... how to speak English?

(A) almost always (C) not very often

(B) often (D) almost never
47 ... correct English pronunciation?

(A) almost always (C) not very often

(B) often (D) almost never

48 ... correct English grammar?

(A) almost always (C) not very often
(B) often (D) almost never
49 ... correct English vocabulary?
(A) almost always (C) not very often
(B) often (D) almost never
50... how to put several English sentences together in a row?
(A) almost always (C) not very often
(B) often (D) almost never

51... how to use the right kind of English with different kinds of people
(professors, friends, children, etc.)?

(A) almost always (C) not very often

(B) often (D) almost never
52 ... how to write English?

(A) almost always (C) not very often

(B) often (D) almost never
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How often do you think you make mistakes in ...

53... speaking English?

(A) almost always (C) not very often

(B) often (D) almost never
54 ... English pronunciation?

(A) almost always (C) not very often

(B) often (D) almost never
55 ... English grammar?

(A) almost always (C) not very often

(B) often (D) almost never
56 ... English vocabulary?

(A) almost always (C) not very often

(B) often (D) almost never

57 ... putting several English sentences together correctly?

(A) almost always (C) not very often
(B) often (D) almost never
58 ... using the right kind of English with different kinds of people?
(A) almost always (C) not very often
(B) often (D) almost never
59 ... writing English?
(A) almost always (C) not very often
(B) often (D) almost never

In general, can you tell when someone makes a mistake in ...

60 ... speaking English?

(A) almost always (C) not very often

(B) often (D) almost never
61 ... English pronunciation?

(A) -almost always (C) not very often

(B) often (D) almost never
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62 ... English grammar?

(A) almost always (C) not very often

(B) often (D) almost never
63 ... English vocabulary?

(A) almost always (C) not very often

(B) often (D) almost never

64 ... putting several English sentences together correctly?
(A) almost always (C) not very often
(B) often (D) almost never

65 ... using the right kind of English with different kinds of people?
(A) almost always (C) not very often

(B) often (D) almost never
66 ... writing English?

(A) almost always (C) not very often

(B) often (D) almost never
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Table of Conversion for Labels

Variable/ Label in Appendices Label in Main Study
Factor (Pages 94 - 119) (Pages 1 - 82)
\%! HF1BQO07 BQO7

V2 HF2BQ09 BQO9

V3 HF4BQI10 BQI0

V4 HIIBQI14 BQl4

V5 HI2BQI5 BQIS

\3 HI14BQ17 BQ17

\%i ES1BQ20 BQ20

V8 ES3BQ23 BQ23

V9 ES5BQ28 BQ28

V10 MN2BQ39 BQ39

A28 MN3BQ40 BQ40

VI2 MN4BQ41 BQ41

V13 FCI FCEI

V14 FC2 FCE2

V15 FC3 FCE3

V16 TL2 TOEFL2
V17 TL3 TOEFL3
VI8 TEW TEW

V19 FC4 FCE4

V20 FC5 FCE5

V2l TLI TOEFLI
V22 SPCOM SPK COMP
V23 SPG SPK GRAM
V24 SPP SPK PRON
V25 SPF SPK FLCY
Fl HFORM HCF

F2 HINFORM HCI

F3 ESCOUNT ESC

F4, D4 MONITO MON

F5, D5 FC123 RWI

F6, D6 TL23TEW RW2

F7, D7 FC45TLI LSI

F8, D8 SPCGPF LS2

Note: The labels in the appendices that follow differ slightly from the labels in the main study.
However, the variables, factors and disturbances are the same.
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Appendix 2 Correlations among
independent variables (disturbances)
of Models 1A and 2A

Model 1A: NIE Group

D
D6 -TL23TEW 916*
D5 -FC123
D7 -FC45TL1 914*
D5 -FC123
D8 -SPCGPF .696*
DS -FC123
D7 -FC45TL1 .827*
D6 -TL23TEW
D8 -SPCGPF .614*
D6 -TL23TEW
D8 -SPCGPF T15*
D7 -FC45TL1

Model 1A: IE Group

D
D6 -TL23TEW 828
D5 -FC123
D7 -FC45TL1 I55%
DS -FC123
D8 -SPCGPF S16*
D5 -FC123
D7 -FC45TL1 134*
D6 -TL23TEW
D8 -SPCGPF A442%
D6 -TL23TEW
D8 -SPCGPF 716*
D7 -FCA4STLI
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Model 2A: NIE Group

D6
D5

D7
DS
D8
D5

D7
D6

D8
D6

D8
D7

D
-TL23TEW
-FC123

-FC45TL1
-FC123

-SPCGPF
-FC123

-FC45TL1
-TL23TEW

-SPCGPF
-TL23TEW

-SPCGPF
-FC45TL1

.906*

.908*

.695*

.810*

611*

T13*

Model 2A: IE Group

D6
D5

D7
DS

D8
D5

D7
D6

D8
D6

D8
D7

D
-TL23TEW
-FC123

-FC45TL1
-FC123

-SPCGPF
-FC123

-FC45TL1
-TL23TEW

-SPCGPF
-TL23TEW

-SPCGPF
-FC45TL1

813*

T72%*

.534%

J11*

A435%

735%

Appendices
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Appendix 3 Model 1: Figures,
standardized estimates for paths and
correlations among independent variables

Model 1B: IE Group

Standardized solution

= | V13 Je—E13
E2— v2 |« HCF ﬁ‘ (V14 Je—E14
o V5 ]

V15 <«—E15

E4 | vi6 |«E16

#
cs @ ~ [Viz J+€17
E6 «E18
E7— v7 | V19 [¢—E19
o5 <

[vao J+—e20
E9—>{ vo |

| v21 |eE21
E10| V10 | / ‘ [ voo |22
E11- Vi1 | @I @ (Va3 [«E23
E12 vi2]

<«E24
<«+—E25

Chi-square = 793.421 based on 259 degrees of freedom
Probability value for the chi-square statistic is less than 0.001
Bentler-Bonett normed fit index = 0.878

Bentler-Bonett nonnormed fit index = 0.900

Comparative fit index = 0.914
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non

nn

[ L T 1}

o n

L | 1 | 1 T [ W {1}

380*F1
T19%F1
537 Fl
S15*F2
T64*F2
970 F2
860*F3
711 B3
640%F3
383*F4
700*F4
775 F4
T31*F5
565*FS
735 F5
866 F6
768*F6
S22*F6
559 F7
593*F7
189%F7
994*F8
878*F8
697*F8
874 F8
- 145*F1
131*F2
- 343*F1
- 187*F1

I T T T T it A S S N S S

925
695
.843
.857
.645
243
510
703
768
924
714
633
.683
825
678
.500
.640
853
.829
.805
.614
110
478
17
487
.989
.081*F4 +
.130*F2 +
161*F3 +

El

E2

E3

E4

ES

E6

E7

E8

E9

E10

Ell

El2

El3

El4

EIS

El6

E17

EI8

El19

E20

E21

E22

E23

E24

E25

DS

988 D6
.147*F3
.969 D8

Correlations among independent variables

HF1BQO7 =Vl
HF2BQ09 =v2
HF4BQI10 =V3
HIIBQl4 =v4
HI2BQIS =Vs
HI14BQ17 =V6
ESIBQ20 =V7
ES3BQ23 =V8
ES5BQ28 =V9
MN2BQ39 =V10
MN3BQ40 =VI11
MN4BQ41 =V12
FCI =V13
FC2 =V14
FC3 =VI5
TL2 =V16
TL3 =V17
TEW =VI8
FC4 =VI19
FCS =V20
TLI =V21
SPCOM =V22
SPG =v23
SPP =V24
SPF =V25
FC123 =F5
TL23TEW =F6
FC45TLI =F7
SPCGPF =F8
E

F4 -MONITO

FI -HFORM

F4 -MONITO

F3  -ESCOUNT

132*

-234*

D

D6 -TL23TEW
DS -FCl123

D7 -FCASTLI
D5 -FCI23

D8 -SPCGPF
DS -FCI123

D7 -FC45TLI
D6 -TL23TEW
D8 -SPCGPF
D6 -TL23TEW
D8 -SPCGPF
D7 -FC4STLI

Appendices

+

815*

759*

525%

734*

T21*

919 D7
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Model 1C: IE Group

D5
Ef v | V13 eE13
2 vz | Sieeene
E3 (V15 |«E15
D6
B4 L (V16 J¢E16
E5 HCl ~ [V17 [+€17
E6 <«E18
D7
E7 - V7 ] v | V19 Je—E19
E9 —{ Vo | [V21 |e—E21
‘ D8
E10-[ V10 ] / v (V22 e—E22
cr1 oy on) (Va3 J+-ezn
E12-»[ V12 ]

<«E24
<+—E25

Chi-square = 798.675 based on 258 degrees of freedom
Probability value for the chi-square statistic is less than 0.001
Bentler-Bonett normed fit index = 0.877

Bentler-Bonett nonnormed fit index = 0.899

Comparative fit index = 0.913
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HF1BQO7 =Vl
HF2BQ09 =Vv2
HF4BQI10 =V3
HIIBQl4 =v4
HI2BQI5 =V§
HI4BQI7 =V6
ESIBQ20 =v7
ES3BQ23 =V8
ES5BQ28 =V9
MN2BQ39 =V10
MN3BQ40 =Vl
MN4BQ41 =VI2
FCI =VI3
FC2 =V14
FC3 =VIS
TL2 =Vi6
TL3 =V17
TEW =VI8
FC4 =V19
FC5 =V20
TLI =val
SPCOM =V22
SPG =v23
SPP =V24
SPF =V25
FC123 =F5
TL23TEW =F6
FC45TLI =F7
SPCGPF =F8

F4
F1

F4
F3

Correlations among independent variables

E
-MONITO
-HFORM

-MONITO
-ESCOUNT

L T | T T ¥V | | | R O B

LI 1 | (I | A | A 1

I

Standardized solution

A443*F]
(624*F1
601 Fl
SIS*F2
T63*F2
971 F2
861*F3
711 F3
639*F3
387*F4
T09%F4
765 F4
T23*FS
S69*F5S
741 F5
870 F6
765*F6
524*F6
556 F7
S91*F7
785*F7
994*F8
878*F8
696*F8
873 F8
046*F4
134*F2
-273*F1
- 119*F1

159%

-233%

. T TR T T T I R S S

.896 El
781 E2
.800 E3
.857 E4
.646 ES
240 E6
.509 E7
.704 E8
.769 E9
922 EI0
705 Ell
.644 EI12
691 EI3
.822 El4
672 EIS
492 El6
.644 E17
.851 EI8
.831 EI9
.807 E20
.620 E21
110 E22
479 E23
718 E24
488 E25
999 D5
.111*F4
A35*F2
014*F2

D6
D5

D7
D5

D8
DS

D7
D6

D8
D6

D8
D7

+ 985 D6
+ .143*F3

+ AST*F3

D

-TL23TEW
-FC123

-FC45TL1
-FC123

-SPCGPF
-FC123

-FC45TL1
-TL23TEW

-SPCGPF
-TL23TEW

-SPCGPF
-FC45TL1

Appendices
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+

.805*

774*

.536*

T19%*

A438*

129*

942 D7
.980 D8
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Appendix4 Model 2: Figures,
standardized estimates for paths and
correlations among independent variables

Model 2B: NIE Group

| Vi3 Je—E13
| V14 J«E14
[Vis Jots

| V16 J«E16
V17 JeE17

V19 Je—Eto
[vao J¢—e20
| va1 |«E21

[ V22 Je—g22
| v23 |¢—E23

Chi-square = 574.607 based on 258 degrees of freedom
Probability value for the chi-square statistic is less than 0.001

Satorra-Bentler scaled chi-square = 576.9503
Probability value for the chi-square statistic is 0.00000

Bentler-Bonett normed fit index = 0.894

Bentler-Bonett nonnormed fit index = 0.928
Comparative fit index = 0.938
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Standardized solution

HF1BQO07 =Vl = 397*FI + 918 EIl

HF2BQO09 =V2 = .748*FI + .664 E2

HF4BQ10 =V3 = 554 Fl + 833 E3

HIIBQI4 =v4 = 830*F2 + 557 E4

HI2BQI5 =V5 = .835*F2 + .550 ES

HI4BQI17 =V6 = 920 F2 + 393 E6

ES1BQ20 =V7 = 833*F3 + 554 E7

ES3BQ23 =V8 = 654 F3 + 756 E8

ES5BQ28 =v9 = B850*F3 + .527 E9

MN2BQ39 =Vi0 = .J383*F4 + 924 EI0

MN3BQ40 =Vll = .576*F4 + 817 Ell

MN4BQ41 =VI2 = 817 F4 + 576 EI2

FCI =VI3 = B8I6*F5 + .578 EI3

FC2 =VIi4 = .770*F5 + .638 El4

FC3 =VI5 = 894 F5 + .447 EI5

TL2 =Vi6 = .800 F6 + .600 E16

TL3 =V17 = B8I17*F6 + 577 El7

TEW =VI8 = .681*F6 + .732 EI8

FC4 =V19 = 759 F7 + .651 EI9

FCS =V20 = .661*F7 + 751 E20

TL1 =V21 = .898*F7 + 439 E21

SPCOM =V22 = 994*F8 + .113 E22

SPG =V23 = 882*F8 + 471 E23

SPP =V24 = .704*F8 + 711 E24

SPF =V25 = @817 F8 + .577 E25

MONITO =F4 = 288*F1 + -.161*F3 + .933 D4
FC123 =FS = 297*FI + 955 D5

TL23TEW =F6 = .068*F4 + .336*Fl + 931 D6
FC45TL1 =F7 = .333*F1 + .107*F2 + .270*F3 + .920D7
SPCGPF =F8 = .142*F2 + .180*F3 + .973*D8

Correlations among independent variables

E D

F3 -ESCOUNT 227*

F1 -HFORM D6 -TL23TEW .909*
D5 -FCi123
D7 -FC45TLI1 .902*
D5 -FCI23
D8 -SPCGPF .698%*
DS -FC123
D7 -FCA4STLI .810*
D6 -TL23TEW
D8 -SPCGPF 617*
D6 -TL23TEW
D8 -SPCGPF T16*
D7 -FC45TL1
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Model 2C: NIE Group

D5

v (Vi3 JeE13
[Vid Jeete

| V15 |«E15

D6
v p[Vie Jeets
V17 [+E17
<+—E18

D7

Y p[Vi9 Jeets
| V20 J+—E20
V21 |e—E21

V22 Je—E22
[ vas [«

Chi-square = 576.288 based on 259 degrees of freedom
Probability value for the chi-square statistic is less than 0.001

Satorra-Bentler scaled chi-square = 577.5442
Probability value for the chi-square statistic is 0.00000

Bentler-Bonett normed fit index = 0.894

Bentler-Bonett nonnormed fit index = 0.928
Comparative fit index = 0.938
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HF1BQO7 =Vl
HF2BQ09 =V2
HF4BQ10 =V3
HIIBQI4 =V4
HI2BQ15 =V5
HI4BQ17 =V6
ES1BQ20 =v7
ES3BQ23 =V8
ES5BQ28 =V9
MN2BQ39 =V10
MN3BQ40 =Vil
MN4BQ41 =V12
FC1 =V13
FC2 =Vi4
FC3 =V15
TL2 =V16
TL3 =V17
TEW =VI8
FC4 =V19
FCS =V20
TLI =v21
SPCOM =v22
SPG =v23
SPP =v24
SPF =V25
MONITO =F4
FC123 =F5
TL23TEW =F6
FC45TL1 =F7
SPCGPF =F8

U | T A 1

L | | | { Y T ||

L | I | | O [ | A 1

Standardized solution

301*F1
.994*F1
448 F1
.830*F2
.836*F2
919 F2
.832*F3
.656 F3
.850*F3
404*F4
ST1*F4
.802 F4
.809*F5
.162*F5
.892 F5
.801 F6
.816*F6
.674*F6
157 F1
.654*F7
.900*F7
.993*F8
.883*F8
.703*F8
817 F8
.196*F1
319*F4
335*F4
.192*F4

.142*F2

+ ++t+tH+ o+

.954 El
110 E2
.894 E3
.557 E4
.549 ES
.394 E6
.555 E7
754 E8
.527 E9

915 E10
.821 Ell
.597 EI2
.587 EI13
.648 El4
451 E15
.598 E16
.578 E17
739 EI8
.654 EI9
756 E20
435 E21
115 E22
470 E23
711 E24
.576 E25

- 157*F3
948 D5
942 D6
.106*F2
.184*F3

+ .960 D4

+

+ 233*F3
+ 973 D8

Correlations among independent variables

E
F4 -ESCOUNT
FI -HFORM

-.246*

D6
DS

D7
D5

D8
DS

D7
D6

D8
D6

D8
D7

D

-TL23TEW
-FC123

-FC45TL1
-FC123

-SPCGPF
-FC123

-FC45TL1
-TL23TEW

-SPCGPF
-TL23TEW

-SPCGPF
-FC45TL1
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+

.905*

.906*

.681%*

816*

.587*

.679*

957 D7
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Model 2D: NIE Group

| V13 |E13
V14 J¢E14
[V JeEt5

[ V16 J«E16
V17 JeE17

| V19 |«E19
[ V20 J«E20
[Vai Jee21

[ v22 Je—E22
[ va3 Je—E23

Chi-square = 578.782 based on 259 degrees of freedom
Probability value for the chi-square statistic is less than 0.001

Satorra-Bentler scaled chi-square = 581.5836
Probability value for the chi-square statistic is 0.00000

Bentler-Bonett normed fit index = 0.893

Bentler-Bonett nonnormed fit index = 0.928
Comparative fit index = 0.938
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HF1BQO7
HF2BQ09
HF4BQ10
HIIBQ14
HI2BQIS
HI4BQ17
ESI1BQ20
ES3BQ23
ES5BQ28
MN2BQ39
MN3BQ40
MN4BQ41
FC1

FC2

FC3

TL2

TL3

TEW

FC4

FC5

TLI
SPCOM
SPG

SPP

SPF
MONITO
FC123
TL23TEW
FC45TLI1

SPCGPF

=V2
=V3
=V4
=V5
=V6
=V7
=V38
=VI10
=Vl1l
=VI2
=V13
=V14
=VI5
=V16
=V17
=VI18
=VI19
=V20
=V21
=V22
=V23
=V24
=V25
=F4
=F5
=F6
F7
=F8

1l

E

F3 -ESCOUNT
FI -HFORM

1l

I I | | A | B 1

o

Standardized solution

.350*F1
.843*F1
.520 F1
831*F2
.836*F2
919 F2
.833*F3
.656 F3
.849*F3
.399*F4
.570*F4
.803 F4
.809*F5
7159*F5
.890 F5
.800 F6
.813*F6
.671*F6
755 F7
657*F7
903*F7
.993*F8
.883*F8
.705*F8
.818 F8
269*F1
231*F4
.256*F4
.152*F1
142*F2

-.260*

R I e Ik Tk i T T S S e S S e S

.937 El
.538 E2
.854 E3
.557 E4
.548 ES
395 E6
.553 E7
755 E8
.529 E9
917 EI0
.822 Ell
.596 EI2
.588 EI3
651 El4
456 EIS
.600 El16
.583 El7
742 EI8
656 E19
754 E20
429 E21
118 E22
469 E23
710 E24
575 E25
-.135*F3 + 944 D4
973 D5
.967 D6
.105*F2 +  247*F3

197*F3 + .970 D8

Correlations among independent variables

D
D6 -TL23TEW
D5 -FCI123
D7 -FC4S5TLI
D5 -FCI23
D8 -SPCGPF
D5 -FCI123
D7 -FCASTL1
D6 -TL23TEW
D8 -SPCGPF
D6 -TL23TEW
D8 -SPCGPF
D7 -FC45TLI

Appendices

+

.908*

914*

.682*

.820*

So1*

.698*

.962 D7
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Model 2B: IE Group

D5

v [ V13 JeE13
s

| V15 |«E15

D6

| V16 «—E16
V17 JeE17

[ V19 Je—E19
| V20 [«E20
F i1
ALY [ Va1 Je—g2t
5 & o

| V22 Je—g22
| Va3 Je—E23

Chi-square = 788.348 based on 261 degrees of freedom
Probability value for the chi-square statistic is less than 0.001

Bentler-Bonett normed fit index = 0.879

Bentler-Bonett nonnormed fit index = 0.902
Comparative fit index = 0.915
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Standardized solution

HF1BQO07 =Vl = .463*FI + .886 El

HF2BQO09 =V2 = 584*FI + 812 E2

HF4BQ10 =V3 = 629 FI + 778 E3

HIIBQ14 =V4 = S5I17*F2 + 856 E4

HI2BQIS =V5 = 765*F2 + .643 ES5

HI4BQI17 =V6 = 968 F2 + 251 E6

ES1BQ20 =V7 = 884*F3 + 467 E7

ES3BQ23 =V8 = 698 F3 + 716 E8

ES5BQ28 =V9 = .620*F3 + 785 E9

MN2BQ39 =VI0 = .383*F4 + 924 EI0

MN3BQ40 =VIl = _[708*F4 + 706 Ell

MN4BQ41 =VI2 = .768 F4 + .640 El2

FCI =VI3 = 737*F5 + .676 EI3

FC2 =VI4 = 560*F5 + 828 El4

FC3 =VI5S = 730 F5 + 684 EIS

TL2 =Vl6 = 875 F6 + 485 El6

TL3 =VI7 = 756 F6 + .655 El7

TEW =VI8 = 523*F6 + 853 EI8

FC4 =VI9 = 554 F7 + 832 El9

FCS =V20 = .588*F7 + .809 E20

TLI =V2l = .786*F7 + .619 E21

SPCOM =V22 = 995*F8 + .104 E22

SPG =V23 = 879*F8 + 477 E23

SPP =V24 = .699*F8 + 715 E24

SPF =V25 = 874 F8 + 485 E25

MONITO =F4 = _|168*F1 + -229*F3 + .959 D4
FC123 =F5 = -I34*F2 + .205*F3 + .970 D5
TL23TEW =F6 = .064*F4 + 998 D6

FC45TL1 =F7 = -214*F1 + 223*F3 + 951 D7
SPCGPF =F8 = 220*F3 + 976 D8

Correlations among independent variables

D
D6 -TL23TEW 814*
DS -FCI123
D7 -FC45TL1 767*
DS -FCI23
D8 -SPCGPF .530%
D5 -FCi123
D7 -FC45TL1 .709*
D6 -TL23TEW
D8 -SPCGPF 429%*
D6 -TL23TEW
D8 -SPCGPF 728*
D7 -FC45TL1
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Model 2C: IE Group

D5

Y V13 JeE13
Vi4 |«—E14

VIS Jo-gts

V16 |«E16

/ <_E17

[ V18 |«E18

v | V19 |¢E19
@ [ v20 |eE20
(V21 Jee2t

Chi-square = 789.393 based on 261 degrees of freedom
Probability value for the chi-square statistic is less than 0.001

Bentler-Bonett normed fit index = 0.879
Bentler-Bonett nonnormed fit index = 0.902
Comparative fit index = 0.915
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Standardized solution

HFIBQO7 =Vl = 464*FI + 886 El

HF2BQ09 =V2 = 582*FI + 8I3 E2

HF4BQ10 =V3 = 628 FI + 778 E3

HIIBQI14 =vV4 = SI7*F2 + 856 E4

HI2BQIS =V5 = 765*F2 + .644 ES

HI4BQ17 =V6 = 968 F2 + 251 E6

ES1BQ20 =V7 = B88I1*F3 + 473 E7

ES3BQ23 =V8 = 699 F3 + 715 E8

ES5BQ28 =V9 = 623*F3 + 782 E9

MN2BQ39 =V10 = 377*F4 + 926 EI0

MN3BQ40 =Vl = .712*F4 + 702 Ell

MN4BQ41 =VI2 = 767 F4 + 642 E12

FCI =VI3 = .736*F5 + 677 E13

FC2 =V14 = 565*F5 + .825 El4

FC3 =VIS = 735F5 + 678 EIS

TL2 =VI6 = 872 F6 + 489 El6

TL3 =VI7 = .760*F6 + .650 El17

TEW =VI8 = 52I*F6 + 854 EI8

FC4 =VI9 = 557 F7 + 831 EI9

FC5 =V20 = 592*F7 + .806 E20

TL1 =V2l = 788*F7 + .616 E21

SPCOM =V22 = 995*F8 + .103 E22

SPG =V23 = 880*F8 + 475 E23

SPP =V24 = 701*F8 + 713 E24

SPF =V25 = 875 F8 + 483 E25

MONITO =F4 = _|169*FI + -232*F3 + .958D4
FC123 =F5 = -133*F2 + .249*F3 + .959D5
TL23TEW =F6 = .058*F3 + .998 D6

FC45TLI =F7 = -216*FI + .261*F3 + .941 D7
SPCGPF =F8 = 243*F3 + 970 D8

Correlations among independent variables

D

D6 -TL23TEW 814*
DS -FCI123

D7 -FC45TLI .765*
D5 -FC123

D8 -SPCGPF .528*
DS -FC123

D7 -FC45TLI .703*
D6 -TL23TEW

D8 -SPCGPF 425%
D6 -TL23TEW

D8 -SPCGPF T27*
D7 -FC45TL1
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Model 2D: IE Group

y (V13 JeE13
Via e

| V15 |«E15

[Vi6 J+—et6
(V17 JeE17

<+—E18

(7o . e
V2O <+—E20
V21 4—E21

¥

V22 Jee22
V23 Jee2s

<+—E24

<«—E25

Chi-square = 811.822 based on 262 degrees of freedom
Probability value for the chi-square statistic is less than 0.001

Bentler-Bonett normed fit index = 0.875

Bentler-Bonett nonnormed fit index = 0.898
Comparative fit index = 0.911
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Standardized solution

HF1BQO07 =Vl = .461*F1 + .887 El
HF2BQ09 =V2 = .585*F1 + 811 E2
HF4BQ10 =V3 = .629 F1 + 778 E3
HI1BQ14 =vV4 = SI5*F2 + 857 E4
HI2BQ15 =V5 = .762*F2 + 647 ES
HI4BQ17 =V6 = 972 F2 + 234 E6
ES1BQ20 =V7 = .860*F3 + 510 E7
ES3BQ23 =v8 = 711 F3 + 703 E8
ES5BQ28 =V9 = .639*F3 + 769 E9
MN2BQ39 =V10 = .386*F4 + 923 E10
MN3BQ40 =VIl = .705*F4 + 709 Ell
MN4BQ41 =VI12 = .769 F4 + 640 E12
FC1 =V13 = .731*F5 + .682 E13
FC2 =V14 = .568*F5 + .823 El4
FC3 =V15 = 739 F5 + 673 ElI5
TL2 =Vi6 = .871 F6 + 491 El6
TL3 =V17 = .762*F6 + .648 El17
TEW =V18 = .520*F6 + 854 El8
FC4 =V19 = .552 F7 + 834 E19
FCS5 =V20 = .585*F7 + 811 E20
TL1 =V21 = .784*F7 + .621 E21
SPCOM =V22 = .995*F8 + .105 E22
SPG =V23 = 878*F8 + 479 E23
SPP =V24 = .697*F8 + 717 E24
SPF =V25 = 873 F8 + 487 E25
MONITO =F4 = _.168*FIl + -240*F3 + 956 D4
FC123 =F5 = -138*F2 + .990 D5
TL23TEW =F6 = .094*F4 + .996 D6
FC45TL1 =F7 = -213*F1 + .143*F3 + .967 D7
SPCGPF =F8 = .I154*F3 + .988 D8

Correlations among independent variables

D

D6 -TL23TEW .805*
D5 -FC123

D7 -FC45TL1 769*
DS -FC123

D8 -SPCGPF .537*
D5 -FC123

D7 -FC45TLI 710*
D6 -TL23TEW

D8 -SPCGPF A31*
D6 -TL23TEW

D8 -SPCGPF 132%
D7 -FC45TL1
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Appendix 5: EQS Computer
programing for selected models

(Only for the NIE group; modifications will be necessary for the IE group in
terms of the following: DATA DD DSN, TITLE, CASES and DELETE.)

Model for TTCs

/IIYGILFB JOB,TIME=(7,0)

/I EXEC EQS,RG=6144K,SIZE=900000

//IDATA DD DSN=IYGILFB.JAN31.DATA.GRP1,DISP=SHR

/TITLE ANTONY KUNNAN; Oct 18, 1991;

FILE EQS.MODEL14.GRP1.4FACT

CAMB DATA EQS; MODEL 14: F1 TO F4 (TTCs 4 FACTOR UNCORR MODEL)
/SPECIFICATIONS

CASES=380; VARIABLES=12; METHOD=ML,ROBUST; MATRIX=RAW;

8 DELETE=55,61,163,168,97,145,143,96,50,95,148,132,110,5,108,144, 92,107,142,167,
9 FO="(18x,1fl1,1x,2f1,3x,2f1,1x,1f1,2x,1f1,2x,1f1,4x,1f1,1x,9x,3f1,64x)’;
/LABELS

NN AW —

V1=HF1BQO7; V2=HF2BQ09; V3=HF4BQI0;
V4=HI1BQ14; V5=HI2BQI5; V6=HI4BQ17;
V7=ES1BQ20; V8=ES3BQ23; V9=ES5BQ28;
V10=MN2BQ39;  V11=MN3BQ40; V12=MN4BQ41;
F1=HFORM; F2=HINFORM; F3=ESCOUNT; F4=MONITOR;

/EQUATIONS

V1 = 1*F1 + EIL
V2 = 1*F1 + E2
V3 = IFI + E3;
V4 = 1*F2 + E4
V5 = 1*F2 + ES5;
V6 = IF2 + E6
V7 = 1*F3 + ET;
V8 = IF3 + E8
Vo = 2*F3 + E9;
V10 = 1#F4 + EIO;
Vil = 2%F4 + EIL
VI2 = 1F4 + EI%

/VARIANCES
F1 TO F4 = 10%,

El TO E9 = 60*;
E10 TO E12 = 50*;

/COVARIANCES
F1,F3 = 3%

F3,F4 = 3*;

F1,F4 = 2%,
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/TECHNICAL
ITR=100;

/PRINT
EFFECT=YES;
COR=YES;

/LMTEST

/WTEST

/END

Model: TP factors - Higher-order factors
Modify lines 1 to 9 as required

/LABELS
V1=FCl; V2=FC2; V3=FC3; V4=TL2;
V6=TEW; V7=FC4; V8=FC5; V9=TLI;
V11=SPG; VI2=SPP;  VI3=SPF;
FI=GFACTOR; F2=FC123; F3=TL23TEW; F4=FC45TLlI;
/EQUATIONS
vl = 1*F2 + EI
V2 = 1*F2 + E2;
V3 = 1F2 + E3;
V4 = 1*F3 + E4;
V5 = 1F3 + ES;
V6 = 1*F3 + E6;
Vi = 1*F4 + ET;
V8 = 1*F4 + ES8;
V9 = 1F4 + E9;
VIO = I*F5 + EI0;
VIl = 1*F5 + ElI;
V2 = 1*F5 + EI2;
VI3 = IF5 + EI3;
R = 1*F1 + D2
F3 = 1*F1 + D3;
F4 = 1*F1 + D4;
FS = 1*F1 + Ds;

/VARIANCES
Fl =1,
El TO E9 = 80%,
E10 TO E13 = 60%;

/CONSTRAINTS
(F2,F1) = (F3,Fl);
(F2,F1) = (F4,Fl);
(F2,F1) = (F5,F1);

/TECHNICAL
ITR=100;

/PRINT
EFFECT=YES;
COR=YES;

/LMTEST

/WTEST

/END

Appendices

V5=TL3;
V10=SPCOM;

F5=SPCGPF;
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Model: TP factors - Nested factors

Modify lines | to 9 as required

/LABELS
VI=FCl; V2=FC2;
V6=TEW, V7=FC4;
VI11=SPG; V12=SPP;
FI=GFACTOR; F2=FCI23;
/EQUATIONS
vVl = 1*F1
V2 = 1*Fl1
V3 = 1*F1
V4 = 1*F1
Vs = 1*F1
V6 = 1*F1
vl = 1*Fl
V8 = 1*FI1
V9 = 1*F1
VIO = 1*F1
VIl = 1*F1
Vi2 = 1*F1
VI3 = 1*F1
/VARIANCES
F2TOF5=1;
El TO E9 = 80%*;
E10 TO E13 = 60*;
/CONSTRAINTS

(VL,F1) =(V2,Fl);
(VLFI) =(V3/Fl);
(VL,F1) =(V4,F1);
(VL,F1) =(V5,F1);
(VLF1) = (V6,Fl);
(VLF1) =(V7,F1);
(VLF1)=(V8,Fl);
(VLFI) =(V9,Fl);
(VL,F1) = (V10,F1);
(VLLF1) = (VIL,F1);
(VL,F1) =(VI2,Fl);
(VL,F1) = (VI3,F1);

/TECHNICAL
ITR=100;

/PRINT
EFFECT=YES;
COR=YES;

/LMTEST

/WTEST

/END

V3=FC3;
V8=FCS;
VI13=SPF;
F3=TL23TEW; F4=FC45TL1,

I T I e Ik T

1F2
1F2
1F2
1F3
1F3
1F3
1F4
1F4
1F4
IF5
IFS
IF5
IF5

+++ A+ o+

V4=TL2;
V9=TLI;

El;
E2;
E3;
E4;
ES;
E6;
E7;
E8;
E9;
E10;
Ell;
E12;
El13;

Model: TP factors - Correlated factors

Modify lines 1 to 9 as required
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/LABELS
VI=FCI;
V6=TEW;
VI1I=SPG;
F1=FC123;

/EQUATIONS
VI =
V2 =
V3 =
v4
\'A)
Vé
\%)
V8
V9 =

V10
Vil
VI2 =
VI3 =

/VARIANCES

F1 TO F4 = 10%;
El TO E9 = 120%;

V2=FC2;
V7=FC4,
VI12=SPP;
F2=TL23TEW,

Appendices

1*F1
1*F1
IF1
1*F2
1F2
1*F2
1*F3
1*F3
1F3
1*F4
1*F4
1*F4
IF4

EI0 TO E13 = 110%;

/COVARIANCES
F1,F2 = 3%
F1,F3 = 4%
F1,F4 = 3%,
F2,F3 = 3%
F2,F4 = 4%
F3,F4 = 3%,

/TECHNICAL
ITR=100;

/PRINT
EFFECT=YES;
COR=YES;

/LMTEST

/WTEST

/END

Model: TTCs and TP factors - MODEL 1A

Modify lines 1 to 9 as required

/LABELS
VI1=HF1BQO07;
V5=HI2BQIS;
VI9=ES5BQ28;
VI13=FCl;
VI7=TL3;
V21=TLI;
V25=SPF,
F1=HFORM;
F5=FC123;

V2=HF2BQ09;
V6=HI4BQ17;
V10=MN2BQ39;
V14=FC2;
VI8=TEW;
V22=SPCOM;

F2=HINFORM;
F6=TL23TEW,

V3=FC3; V4=TL2; VS5=TL3;
V8=FCS5; V9=TLI,; V10=SPCOM;
V13=SPF,
F3=FC45TLI; F4=SPCGPF,;
+ EI;
+ E2;
+ E3;
+ E4;
+ ES;
+ ES6;
+ E7;
+ ES8;
+ E9;
+ EIO;
+ EII,
+ EIl2;
+ EI3;
V3=HF4BQI0; V4=HI1BQ14;
V7=ES1BQ20; V8=ES3BQ23;
V11=MN3BQ40; V12=MN4BQ41;
V15=FC3; V16=TL2;
V19=FC4, V20=FCS5;
V23=SPG; V24=SPP,
F3=ESCOUNT; F4=MONITO;
F7=FC45TL1,; F8=SPCGPF,
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/EQUATIONS

\2
V2
V3
V4
V5
Vé6
\%
V8
V9

VIO =

A28

Vi3

VI2 =

V14 =

Vi1s
Vié6
vi7
VI8
VI9

I

V20 =

V21
V22

non

V23 =
V24 =

V25
F5
F6
F7
F8

I

1*F4
1*F2
1*Fl
1*F1

/VARIANCES
F1 TO F4 = 1*;

El1 TO E9 = 60%;

E10 TO E12 = 40%;
E13 TO E18 = 20%;
E19 TO E25 = 20%;

D5 TO D8 = 50%;
/COVARIANCES
F4,F3 = 3%,
F4,F1 = 4%,
DS5,D6 = .3%,
D6,D7 = .2%;
D7,D8 = .3%;
DS,D7 = .5%;
D5,D8 = .3%;
D6,D8 = .5%;
/TECHNICAL
ITR=100;
/PRINT
/LMTEST
/WTEST
/END
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1*F1
2*F1
1F1
2*F2
1*F2
1F2
1*F3
1F3
2*F3
1*F4
2*F4
IF4
1*F5
2*F5
IF5
1F6
2*F6
1*F6
1F7
2*F7
1*F7
1*F8
2*F8
1*F8
1F8

1*F4
1*F2
1*F2

1*F3
1*F3

R T T Tk T it 2 S S S S S S S S SR

El;
E2;
E3;
E4;
ES;
E6;
E7;
ES8;
E9;
El0;
Ell;
El2;
El3;
El4;
ElS5;
El6;
El7;
E18;
E19;
E20;
E21;
E22;
E23;
E24,
E25;
D5;
D6;
D7,
DS;
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Model: TTCs and TP factors - MODEL 2A

Modity lines 1 to 9 as required

JLABELS
V1=HFIBQO7;
V5=HI2BQIS;
V9=ES5BQ28;
VI3=FCI;
V17=TL3;
V21=TLI;
V25=SPF;

FI=HFORM;
F5=FC123;

/EQUATIONS

Vi
V2
V3
\Z:
\A
Vé
\Z
V8
V9
VIo
\28!
Vi2

wonn

woaonon

i nn

Vi3 =

V14
VIS
Vié
V17

1]

VI8 =

VI9
V20
V21
V22
V23
V24
V25
F4
F5
F6
F7
F8

wouonon

Wi o nnn

I*F1
1*F1
1*F1
1*F1
1*F2

/VARIANCES

F1 TO F3 = 10%;
El TO E9 = 80%;

+ o+ 4+ + o+

E10 TO E12 = 60%;
E13 TO E18 = 40*;
E19 TO E25 = 40*;
D4 TO D8 = 100%;

V2=HF2BQ09;
V6=HI4BQ17;
V10=MN2BQ39;
V14=FC2;
VI8=TEW;
V22=SPCOM;

F2=HINFORM;
F6=TL23TEW;

1*F1
2*FI
IF1
2*F2
1*F2
1F2
1*F3
1F3
2*F3
1*F4
2*F4
1F4
1*F5
2*F5
1F5
1F6
2*F6
1*F6
IF7
2*F7
1*F7
1*F8
2*F8
1*F8
IF8
1*F3
1*F4
1*F4
1*F2 +
1*F3

1*F3

V3=HF4BQI0;
V7=ES1BQ20;
V11=MN3BQ40;

VI5=FC3;
V19=FC4;

V23=SPG;

F3=ESCOUNT;
F7=FC45TLI;

+++ A F A A A+ o+ o+

El;
E2;
E3;
E4;
ES;
E6;
E7;
ES;
E9;
E10;
Ell;
El2;
El3;
El4;
ElS;
El6;
El7,
EIS8;
E19;
E20;
E21;
E22;
E23;
E24,
E2S;
D4;
DS;
D6;
D7,
D8;

V4=HI1BQI4;
V8=ES3BQ23;
V12=MN4BQ41;
V16=TL2;
V20=FC5;
V24=SPP;

F4=MONITO;
F8=SPCGPF;
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/COVARIANCES
F1,F3 = .3%;
D5,D6 = .3%;
D6,D7 = 2%,
D7,D8 = .3%;
D5,D8 = .5%;
D6,D8 = .3%;
D5,D7 = .5%;

/TECHNICAL
ITR=100;

/PRINT
EFFECT=YES;
COR=YES;

/LMTEST

/WTEST

/END

Model: TTCs and TP factors - Nested factor MODEL

Modify lines 1 to 9 as required

/LABELS
V1=HF1BQO7;
V5=HI2BQIS;
V9=ES5BQ28;
VI3=FCl;
V17=TL3;
V21=TLI;
V25=SPF;
F1=HFORM;
F5=GFACTOR;
F9=SPCGPF;
/EQUATIONS
Vi
V2
V3
va
Vs
V6
\%i
V8
V9
V10
Vil
V12
V13
Vi4
VIS
V6
V17
VI8
V19
V20

o

1*FS
1*FS
1*F5
1*F5
1*F5
1*F5
1*F5
1*F5

L T 1 | | | {1 L 1
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V2=HF2BQ09;
V6=HI4BQ17;
V10=MN2BQ39;
V14=FC2;
V18=TEW,
V22=SPCOM;

F2=HINFORM;
F6=FC123;

1*F1
1*F1
1F1
1*F2
1*F2
1F2
1*F3
1F3
2*F3
1*F4
2*F4
1F4
1F6
1F6
1F6
1F7
1F7

1F8
1F8

V3=HF4BQ10;
V7=ES1BQ20;
V11=MN3BQ40;

VI15=FC3;
V19=FC4;
V23=SPG;

F3=ESCOUNT;
F7=TL23TEW,

P TE T T Tk T T S SR R SR S S S

El;
E2;
E3;
E4;
ES;
E6;
E7,
ES;
E9;
E10;
Ell;
E12;
El13;
El4;
El5;
El6;
El7,
E18;
E19;
E20;

V4=HI1BQ14;
V8=ES3BQ23;
V12=MN4BQ41;
V16=TL2;
V20=FCS;
V24=SPP;

F4=MONITO;
F8=FC45TL1



V21 = 1*F5
V22 = 1*F5
V23 = 1*F5
V24 = 1*F5
V25 = 1*F5
F4 = [1*Fl
F6 = 1*Fl
F7 = 1*Fl
F8 = 1*Fl
F9 = 1*F2
/VARIANCES

F1 TO F3 = 10%;
F5=1,

El TO E9 = 80%;

A+ o+ +

E10 TO E12 = 60*;
E13 TO E18 = 40%;
E19 TO E25 = 40*;
D4 = 100%;
D6 TO D9 = 80%;
/COVARIANCES
F1,F3 = 3%
/TECHNICAL

ITR=100;
/PRINT

EFFECT=YES;
COR=YES;
/LMTEST

/WTEST

/END

1F8

1F9

1F9

1F9

1F9

1*F3

1*F4

1*F4

I*F2 + 1*F3
1*F3

o+t +

E21;
E22;
E23;
E24;
E25;
D4,
D6;
D7;
D8;
D9;

Appendices
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Appendix 6 Correlation matrices for
TTCs, TP, and TTCs and TP together
for the NIE and IE groups
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