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Series Editors’ note

This Series Editors’ note is longer than usual, given the importance of the 
impact that the Common European Framework of Reference for Languages 
(CEFR) is having on language education in Europe. There is growing inter-
est worldwide in establishing comparability between assessment tools and 
external standards, whether these are technical standards relating to matters 
of quality assurance, or descriptions of performance levels that off er bench-
marks for comparison. Such standards tend to be infl uential since they 
provide policy makers with tools that can be used for gathering baseline 
data, for benchmarking and for evaluating current practices. External stand-
ards are of particular benefi t to governments which have educational or test 
reform initiatives. Given the scope for abuse or at least misuse of the CEFR 
in this context we feel that an in- depth consideration of the issues involved is 
an important preface to this volume.

The CEFR levels referred to in this volume are not ‘standards’ in the true 
sense of the concept; they form a useful framework of reference and off er a 
helpful metadiscourse. The word ‘standard’ is not used in the title of the CEFR, 
and the introductory notes heavily downplay the notion that the CEFR off ers 
‘standards’, though the message is mixed: for example, on page xiii, towards 
the end of the fourth paragraph (Council of Europe 2001) we read:

It is already clear however, that a set of common reference levels as a 
calibrating instrument is particularly welcomed by practitioners of all 
kinds who, as in many other fi elds fi nd it advantageous to work with 
stable, accepted standards of measurement and format.

The CEFR is a widely used, common framework of reference based on six 
broad reference levels and an ‘action- oriented’ approach to language teach-
ing and learning. Within a relatively short period of time it has become highly 
infl uential in Europe and beyond as a helpful way of articulating objectives 
for language teaching and learning. The CEFR has certainly helped to raise 
awareness of language issues and has provided a useful focus for researchers, 
policy makers, assessment providers, and teachers.

However there is some concern that the CEFR has been adopted or inter-
preted as a fi xed standard or set of standards, even though it perhaps was 
not originally designed as such. Over time, the pressure has grown, often 
from government, for test providers and examination boards to link their 
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examinations to a particular external standard, namely the CEFR. The case 
of Taiwan (see Wu and Wu in this volume) is a good example of this.

In response to perceptions and expectations that the CEFR could and 
should off er a set of stable and acceptable standards for testing and assess-
ment purposes, the Council of Europe set about providing a ‘toolkit’ of 
resources to inform and facilitate the process of aligning tests to the frame-
work. This initially included a draft pilot Manual for Relating language 
examinations to the CEFR and a technical reference supplement to this 
(Council of Europe 2003, 2004), with a later revised version of the Manual 
(2009). The Council also provided forums where practitioners could share 
their refl ections on the use of the draft Manual and their experience in using 
the diff erent linking stages as suggested within it. Examples of such forums 
include a seminar entitled ‘Refl ections on the use of the Draft Manual for 
Relating Language Examinations to the CEFR: Insights from Case Studies, 
Pilots and other projects’ held in Cambridge in December 2007. This Studies 
in Language Testing (SiLT) volume contains many of the papers that were 
fi rst delivered at that meeting. It provides a number of perspectives on the 
process and outcomes of attempts to align examinations to the Common 
European Framework of Reference (CEFR) using the Manual provided by 
the Council of Europe. Waldemar Martyniuk, the Editor of this volume, out-
lines the content and focus of these papers in his editorial introduction below.

The Association of Language Testers in Europe (ALTE) and Cambridge 
ESOL in its own right, and also as a founder member, have encouraged the 
development of the ‘toolkit’ to allow users to make better use of the CEFR 
for their own purposes, and have overseen or been directly involved with 
a number of initiatives to assemble the necessary resources for the toolkit. 
These include:
• Co- ordinating the development of a Users’ Guide for Examiners (1996) 

– now under revision by ALTE again as a manual for test development 
and examining (2010).

• Developing the EAQUALS/ALTE European Language Portfolio 
(ELP), both in hard copy and electronic forms (from 2000).

• Providing support for the authoring and piloting of the draft Manual 
for relating examinations (since 2002/03).

• Contributing to benchmarking materials and examples of test items and 
tasks to accompany the CEFR (from around 2004).

• Developing content analysis grids for speaking and writing materials 
(based on ALTE projects dating back to 1992); and

• Specifi cally as Cambridge ESOL, playing a co- ordinating role in 
developing Reference Level Descriptions for English – The English 
Profi le Programme (since 2005). The Profi le in English will contribute 
signifi cantly to the usefulness of the CEFR as a practical tool.
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Cambridge ESOL’s involvement with the Council of Europe has an even 
longer history dating back to 1980 when the concept of a multi- level system 
of Cambridge examinations began to emerge in light of Wilkins’ work on pro-
fi ciency levels (see Wilkins in Trim 1978) and starting with the addition of a 
Threshold Level test (Preliminary English Test − PET) to the well- established 
First Certifi cate in English (FCE) and Certifi cate of Profi ciency in English 
(CPE) examinations. In 1990 the revised Waystage and Threshold specifi ca-
tions (which had been partly sponsored by Cambridge) formed the basis of 
the test specifi cations for the new Key English Test (KET) and updated PET, 
and further additions and revisions to existing examinations saw the process of 
convergence taking place to achieve this goal, as noted by North (2008:31−32).

From the early 1990s Cambridge ESOL, both in its own right and also 
as part of ALTE, worked to develop an empirically derived common scale 
that allowed for the systematic ordering of its examinations according to 
level (see the Series Editor’s note in Studies in Language Testing Volume 1, 
1995) as well as the comparison of examinations across languages on the 
ALTE 5- level system. In the Cambridge context, the empirical underpinning 
for the system was achieved by introducing an item banking approach which 
involves assembling a bank of calibrated items – that is, items of known dif-
fi culty. Designs employed for collecting response data ensure a link across 
items at all levels. The Cambridge ESOL Common Scale, a single measure-
ment scale covering all Cambridge ESOL levels, has been constructed with 
reference to these objective items. The Common Scale thus relates diff er-
ent testing events within a single frame of reference, greatly facilitating the 
 development and consistent application of standards.

Since the inception of the Common Scale many millions of candidates 
at all profi ciency levels have taken the Cambridge examinations and their 
responses have allowed the scale to be incrementally refi ned based on analy-
ses of this data within the framework. (See the paper for the Council of 
Europe by North and Jones (2009) to accompany the revised Manual; also 
Maris (2009) for discussion of test equating using IRT in the context of 
standard setting in the collection of papers edited by Figueras and Noijons 
(2009).) As part of ALTE, Cambridge contributed to the development of 
the ALTE 5- level system. Underpinning this work is a system of test content 
analysis and the application of an item banking approach that is applied to 
the examinations of a number of ALTE members.

It is important, nevertheless, to constantly remind ourselves that the 
CEFR itself is deliberately underspecifi ed and incomplete (see Milanovic 
2009). It is precisely this feature which makes it an appropriate tool for com-
parison of practices across many diff erent contexts in Europe and beyond. 
On the one hand it is useful as a common framework with six broad refer-
ence levels, but on the other it is not applicable to all contexts without user 
 intervention in order to adapt it fl exibly to suit local purposes.
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The three main authors of the CEFR, Daniel Coste, Brian North, and 
John Trim, made this point very clearly in the text itself and they have all 
repeated it on numerous occasions in subsequent presentations on the frame-
work and its principles. So, for example, in the introductory notes for the 
user, the following statement is emphatically made: ‘We have NOT set out 
to tell practitioners what to do or how to do it’ (Council of Europe 2001:xi). 
This is reiterated throughout the text by the use of the phrase: ‘Users of the 
framework may wish to consider and where appropriate state . . .’ (e.g. page 
40).

Subsequent work on the ‘toolkit’ has also followed this lead. For example, 
the authors of the Manual for Relating language examinations to the CEFR 
stress this point when they state that the Manual is not the only guide to 
linking a test to the CEFR and that no institution is obliged to undertake 
such linking.

More recently, in his plenary paper presented at the Council of Europe 
Policy Forum on use of the CEFR (Strasbourg 2007), Coste (2007) described 
how contextual uses which are seen as deliberate interventions in a given 
environment can take ‘various forms, apply on diff erent levels, have dif-
ferent aims, and involve diff erent types of player’. In his view: ‘All of these 
many contextual applications are legitimate and meaningful but, just as 
the Framework itself off ers a range of (as it were) built- in options, so some 
of the contextual applications exploit it more fully, while others extend or 
 transcend it.’

When considering test alignment questions, this fundamental princi-
ple must be borne in mind because there are important implications which 
follow on from this. For example, it is important to remember that the CEFR 
is not intended to be used prescriptively and that there can be no single ‘best’ 
way to account for the alignment of an examination within its own context 
and purpose of use. As Jones and Saville (2009:54−55) point out:

.  .  . some people speak of applying the CEFR to some context, as a 
hammer gets applied to a nail. We should speak rather of referring a 
context to the CEFR. The transitivity is the other way round. The argu-
ment for an alignment is to be constructed, the basis of comparison to be 
established. It is the specifi c context which determines the fi nal meaning 
of the claim. By engaging with the process in this way we put the CEFR 
in its correct place as a point of reference, and also contribute to its 
future evolution.

A particular concern relates to the status of the ‘illustrative scales of descrip-
tors’ as they are called, and their recent uses in overly prescriptive ways (i.e. 
against the intentions of the authors), especially in the context of standard 
setting. In one of the pre- publication drafts of the framework document 
entitled Learning, Teaching, Assessment. A Common European Framework 
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of Reference (Strasbourg 1998), these scales were included in the appendix 
as examples and did not occur in the body of the text. The only scales to be 
included in the main text were the common reference levels (later to become 
Tables 1, 2 and 3 in the published version, Council of Europe 2001:24−29).

This original layout of the text in the 1998 draft visibly reinforced the dif-
ferent status and function of the general reference levels and the more specifi c 
illustrative scales. This approach underlined the very tentative nature of the 
illustrative scales, many of which were uncalibrated and indeed were under-
represented, particularly at the higher C- levels. Given the vigour with which 
some people have recently attempted precise alignment using these scales, 
despite their obvious and clearly stated defi ciencies, it is dangerous to give 
the illustrative scales too much prominence.

In Chapter 8 of the 1998 draft version which was entitled ‘Scaling and 
Levels’ the tentative status of the illustrative scales was made clear in the 
 following paragraph (page 131):

The establishment of a set of common reference points in no way limits 
how diff erent sectors in diff erent pedagogic cultures may choose to 
organise or describe their system of levels and modules. It is also to be 
expected that the precise formulation of the set of common reference 
points, the wording of the descriptors, will develop over time as the 
experience of member states and of institutions with related expertise is 
incorporated into the description (1998:1,310).

Since the publication of the CEFR in its fi nalised form in 2001, the second 
point in this paragraph, emphasising the tentative nature of the illustrative 
scales, has tended to be forgotten or at least downplayed by some users. 
This may be in part due to the way that the fi nal text was edited. Many of 
the less well validated illustrative scales remained in the fi nal text, but for 
pragmatic reasons the authoring group decided to incorporate them into the 
main text rather than keep them in the appendix. Four appendices were used 
to illustrate several projects involving the development of scale descriptors; 
Appendix B (Council of Europe 2001:217) was used to describe the devel-
opment of the ‘illustrative scale descriptors’ which was part of the Swiss 
research project conducted by North (published in 2000 as a book based on 
his PhD).

But the points made by the authors in 1998 still remain true; in other 
words, the functional and linguistic scales were there to illustrate the broad 
nature of the levels rather than to defi ne them precisely. While some of the 
scales might prove stable across diff erent contexts, there should not be an 
expectation that they all will. This has important implications for the use of 
the ‘illustrative scales of descriptors’ in alignment procedures; for example, 
given their status, individual scales should only be used with great care in 
any kind of standard- setting exercise. Indeed it is hard to see how, over and 
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above a very general approximation to the levels, standard setting using the 
current scales can be considered an entirely satisfactory procedure.

North himself (2007) notes that the ‘fl uency’ scale was useful in linking the 
ALTE ‘Can Do’ project to the framework (based on values from the Swiss 
project he had conducted) but that other scales were not robustly calibrated, 
and there were signifi cant gaps at the A1 and C levels (see North’s presenta-
tion made at the 23rd ALTE conference, Sèvres, April 2007 – available from 
the ALTE website: www.alte.org).

Somewhere along the way, these very real concerns expressed by a princi-
pal author of the scales have been lost or ignored. Indeed, given the origins 
and status of the scales it is perhaps unfortunate that there has been a some-
what one- sided reading of the text of the CEFR, as noted by Coste (2007), 
another of its original authors: ‘In various settings and on various levels of 
discourse . . . people who talk about the Framework are actually referring 
only to its scales of profi ciency and their descriptors.’ Trim echoes this view 
in Saville (2005) − An interview with John Trim at 80.

In any case, it is important to note that the illustrative scales in the CEFR 
are precisely that. They are underspecifi ed at the upper levels at least and 
uncalibrated in many instances. They should be viewed and used with 
caution, particularly in standard- setting exercises, since they are likely to 
prove misleading at best and quite damaging at worst.

Embedded procedures rather than one- off  exercises
If the CEFR is to have a lasting and positive impact in the context of assess-
ment, then its principles and practices need to be integrated into the routine pro-
cedures of assessment providers so that alignment arguments can be built up 
over time as the professional systems develop to support the claims being made 
(for examples of how this can be done, see O’Sullivan, and Khalifa, ff rench and 
Salamoura in this volume). This entails working with the text of the CEFR as a 
whole and adapting it where necessary to suit specifi c contexts and applications. 
It is unlikely that any single study or report can provide satisfactory evidence 
of alignment. On the contrary, a single standard- setting exercise should not be 
taken as suffi  cient evidence of alignment and examination  providers should 
seek to provide multiple sources of evidence accrued over time.

Standard- setting events which are conducted as one- off  procedures 
simply do not provide enough evidence for consistent interpretation of any 
level system. If necessary, alignment arguments should remain tentative 
and be modifi ed later in light of additional evidence as and when it becomes 
 available. This should be expected rather than be seen as a problem.

In relation to assessment, therefore, alignment arguments and assessment 
standards need to be maintained in the long term using a range of techniques 
and professional processes, including:
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• item banking to establish common measurement scales and to allow 
for both item- based and person- based equating to be employed in test 
construction and in the monitoring of standards over time

• routine test validation processes to quality assure test outcomes
• iterative cycles of test development and revision.
More specifi cally, this means that the recommendations found in the 
Manual on how to use the CEFR and other ‘toolkit’ resources supplied by 
the Council of Europe for alignment purposes (e.g. familiarisation activities 
with stakeholders and standard- setting exercises of diff erent types, whether 
task-  or person- based) need to be integrated within the standard procedures 
of the assessment provider rather than seen as ‘one- off  events’. Chapter 7 
of Khalifa and Weir (2009) in the Studies in Language Testing series pro-
vides an informative account of how these linking devices are embedded in 
Cambridge ESOL standard procedures.

Manual procedures and the Cambridge ESOL test cycle

Such an approach is relevant across a broad range of contexts from classroom 
testing to the work of an examination board like Cambridge ESOL or other 
members of ALTE which interact with (literally) thousands of stakeholders 
to develop, administer, mark and validate many diff erent types of examina-
tion within a consistent but evolving frame of reference. In 2010, for example, 
many hundreds of administrations of diff erent language examinations by 
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Cambridge and other ALTE partners will take place, most of which include 
the assessment of four skills (including face- to- face Speaking tests). Given 
the complexity of these operations, the arguments for alignment to external 
reference points need to be developed on a case- by- case basis and must be 
one part of the broader validity argument which is needed to support the 
appropriate uses of each examination.

Finally we would like to return to the underspecifi cation of the CEFR and 
to consider what this means for relating particular language examinations 
to the framework. It is important to recognise that the CEFR is neutral with 
respect to language and, as a common framework, it must by necessity be 
underspecifi ed for all or any specifi c language(s). This means that specialists 
in the teaching or assessment of a given language (e.g. Cambridge ESOL for 
English) will need to determine the linguistic features which increasing profi -
ciency in the language entails (i.e. the user/learner’s competences described in 
Chapter 5 of the CEFR). Such features are peculiar to each language and so 
the CEFR must be adapted to accommodate the language in question.

ALTE’s testing systems have developed alongside the CEFR over the past 
two decades. Many of them are now able to provide rich data and analysis 
to help refi ne the CEFR as it applies to a number of European languages. 
This is an important role for responsible assessment organisations to engage 
in and very much in keeping with the original intentions of the Council of 
Europe. The aim is to facilitate understanding and collaborative activities 
rather than to regulate or dictate to others what they should or should not 
do. An example of this in practice is the English Profi le (EP) programme (see  
also Research Notes 33). It seeks to transpose the CEFR into English so that 
it becomes immediately relevant and useful to that language to curriculum 
designers, teachers assessment organisations and so on. Similar projects are 
under way in France, the Czech Republic, Germany, Spain, Georgia, Greece, 
Portugal and Italy to name but a few. ALTE members are involved in all 
cases where the country has an ALTE partner.

A major objective of the EP programme is to analyse learner language 
to throw more light on what learners of English can and cannot do at dif-
ferent CEFR levels, and to address how well they perform using the linguis-
tic exponents of the language at their disposal (i.e. using the grammar and 
lexis of English). One of the main inputs to this analysis is provided by the 
Cambridge Learner Corpus which contains 35 million words of learners’ 
written English from levels A1 to C2 of the CEFR. The EP research team is 
already providing evidence of ‘criterial features’ of English which are typi-
cally found in the writing of learners at the diff erent CEFR levels. Of course 
this data alone does not provide an adequate sample and so part of the EP 
programme involves the collection of additional data from learners within 
the ‘EP Network’, including more written data and also focusing on spoken 
English as well (see Green forthcoming).
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Examination boards and other institutions off ering high- stakes tests 
need to demonstrate how they are seeking to meet the demands of validity 
in their tests and, more specifi cally, how they actually operationalise criterial 
distinctions between the tests they off er at diff erent levels on the profi ciency 
continuum. Cambridge ESOL, for example, has commissioned a number of 
‘construct volumes’ in the SiLT series to assemble and present additional evi-
dence that the examinations off ered by the board are well grounded in the 
language ability constructs they are attempting to measure. An explicit socio- 
cognitive test validation framework has been developed which enables exam-
ination providers to furnish comprehensive evidence in support of any claims 
about the soundness of the theoretical basis of their tests (see Geranpayeh 
and Taylor (Eds) forthcoming in this series, Khalifa and Weir (2009), Shaw 
and Weir (2007), Taylor (Ed.) forthcoming, and Weir (2005)). The series 
develops a theoretical framework for validating tests of second language 
ability which then informs an attempt to articulate the Cambridge ESOL 
approach to assessment in the skill area under review. The perceived benefi ts 
of a clearly articulated theoretical and practical position for  assessing skills 
in the context of Cambridge ESOL tests are essentially twofold:

• Within Cambridge ESOL – this articulated position will deepen 
understanding of the current theoretical basis upon which Cambridge 
ESOL assesses diff erent levels of language profi ciency across its range of 
products, and will inform current and future test development projects 
in the light of this analysis. It will thereby enhance the development of 
equivalent test versions and tasks.

• Beyond Cambridge ESOL – it will communicate in the public domain 
the theoretical basis for the tests and provide a more clearly understood 
rationale for the way in which Cambridge ESOL operationalises this in 
its tests. It will provide a framework for others interested in validating 
their own examinations and thereby off er a more principled basis for 
comparison of language examinations across the profi ciency range than 
is currently available.

Cambridge ESOL is now in a position to begin a systematic and empirically 
based approach to specifying more precisely how the CEFR can be oper-
ationalised for English, and this in turn will lead to better and more com-
prehensive illustrative descriptors (particularly at the bottom and top of the 
scale) (Green forthcoming). In this way the CEFR will become the useful 
tool that it was intended to be.

In conclusion, we would like to reiterate our support for the principles and 
practices of the CEFR and for what we see as the main strength of the CEFR 
so far, its use as a communication tool (Taylor 2004). Within the common 
framework of levels, ALTE members have attempted to make the interpreta-
tion of examination results as transparent and meaningful as possible and 
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the development of functional descriptors (‘Can Dos’) has been useful in 
 promoting better communication between stakeholders.

However, as noted above, it is also important to draw attention to some 
limitations and uses of the framework for which the CEFR was not designed. 
Some of these limitations were acknowledged by the original authors and 
some others have also been noted in the literature over the past few years 
(see, for example, Alderson, Figueras, Kuijper, Nold, Takala and Tardieu 
(2006), Fulcher (2004, 2004a), Green (forthcoming), Milanovic (2009) and 
Weir (2005a)).

Weir (2005a) argues that although it contains much valuable informa-
tion on language profi ciency and advice for practitioners, in its present form 
the CEFR is not suffi  ciently comprehensive, coherent or transparent for 
uncritical use in language testing. First, the descriptor scales take insuffi  cient 
account of how variation in terms of contextual parameters may aff ect per-
formances by raising or lowering the actual diffi  culty level of carrying out the 
target ‘Can Do’ statement. In addition, a test’s cognitive validity – a function 
of the processing involved in carrying out these ‘Can Do’ statements – must 
also be addressed by any specifi cation on which a test is based. Failure to 
explicate such context and cognitive validity parameters – i.e. to comprehen-
sively defi ne the construct to be tested – vitiates current attempts to use the 
CEFR as the basis for developing comparable test forms within and across 
languages and levels, and hampers attempts to link separate assessments, 
particularly through social moderation.

Weir emphasises that it is crucial that the CEFR is not seen as a prescrip-
tive device but rather a heuristic, which can be refi ned and developed to 
better meet our needs. For the language testing constituency in particular 
it currently exhibits a number of serious limitations such that comparisons 
based entirely on the scales alone might prove to be misleading, given the 
insuffi  cient attention paid in these scales to issues of validity. The CEFR as 
presently constituted does not enable us to say tests are comparable let alone 
equip us to develop comparable tests.

Taylor (2004:4) advises a cautious approach in general in using any 
 comparative framework. She argues that:

. . . while they promise certain benefi ts they can also carry inherent risks. 
This is because all frameworks, by defi nition, seek to summarise and 
simplify, highlighting those features which are held in common across 
tests in order to provide a convenient point of reference for users and sit-
uations of use. Since the driving motivation behind them is usefulness or 
ease of interpretation, comparative frameworks cannot easily accommo-
date the multidimensional complexity of a thorough comparative analy-
sis; the framework will focus on shared elements but may have to ignore 
signifi cant diff erentiating features. The result is that while a framework 
can look elegant and convincing, it may fail to communicate some key 
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diff erences between the elements co- located within it. The result is likely 
to be an over simplifi cation and may even encourage misinterpretation 
on the part of users about the relative merits or value of diff erent exams.

Taylor (2004:5) concludes that:

. . . there is no doubt that comparative frameworks can serve a useful 
function for a wide variety of test stakeholders: for test users – such as 
admissions offi  cers, employers, teachers, learners − frameworks make it 
easier to understand the range of assessment options available and help 
users to make appropriate choices for their needs; for applied linguists 
and language testers frameworks can help defi ne a research agenda and 
identify research hypotheses for investigation; for test providers frame-
works not only help with product defi nition and promotion, but also 
with planning for future test design and development. However, we need 
to understand that they have their limitations too: they risk masking 
signifi cant diff erentiating features, they tend to encourage oversimpli-
fi cation and misinterpretation, and there is always a danger that they 
are adopted as prescriptive rather than informative tools. They need to 
come with the appropriate health warnings!

As responsible assessment providers, ALTE members seek to provide leader-
ship in the fi eld of language testing, and it is important for them to address 
these issues explicitly. That is why organisations like Cambridge ESOL have 
attempted to make their stance very clear. By working collaboratively with 
the CEFR, the shortcomings of the illustrative scales and linguistic content 
can be addressed more eff ectively, with data being collected to enable 
well-informed refi nements to be made as our understanding increases.

This volume therefore off ers interesting insights into the application of the 
CEFR to language examinations and a small sample of the work that is now 
starting to take place. As such the papers provide a number of perspectives 
ranging from narrow to broad. ALTE suggested the event that led to this 
volume and Cambridge ESOL off ered to publish the proceedings in the SiLT 
series precisely in order to help open up the debate on the use of the CEFR 
and to encourage further research along the lines illustrated here.

Michael Milanovic
Cyril J Weir

February 2010
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From the Editor of this volume

In December 2007 a 2- day Colloquium was held at the University of 
Cambridge, UK. Organised by the Association of Language Testers in 
Europe (ALTE) on behalf of the Council of Europe’s Language Policy 
Division, and hosted by University of Cambridge ESOL Examinations 
(Cambridge ESOL), the Colloquium was intended as a concluding event 
for the piloting phase of the preliminary version of the Manual for Relating 
Language Examinations to the Common European Framework of Reference 
for Languages (CEFR), fi rst released by the Council of Europe in 2003. 
Following the event a call for contributions was sent out to a broad range of 
institutions and individuals involved in the piloting and willing to share their 
experiences in using the preliminary version of the Manual. In this volume we 
present a selection of studies off ered for publication in response to this call.

The studies range from the linking of a single test to the CEFR (e.g. 
Kantarcıoğlu, Thomas, O’Dwyer and O’Sullivan; Kecker and Eckes; Kollias 
and Downey; O’Sullivan; Khalifa, ff rench and Salamoura), through CEFR- 
linking of suites of examinations at diff erent levels (e.g. Barni, Scaglioso and 
Machetti; Dávid; Papageorgiou; Szabó; Wu and Wu) to large- scale multilin-
gual projects undertaken by specialist research institutes (e.g. Jones, Ashton 
and Walker; Noijons and Kuijper).

Some studies are modest in their aims and restricted to one section of the 
examination(s) (e.g. Dávid; Wu and Wu), whilst others involved a thorough 
validation of all papers (Kecker and Eckes; Khalifa, ff rench and Salamoura). 
Some apply one or two of the sets of procedures proposed in the Manual 
(e.g. Papageorgiou), others undertook a systematic piloting of familiarisa-
tion, specifi cation, standardisation, and empirical validation procedures sug-
gested in the pilot Manual (e.g. Kecker and Eckes; Noijons and Kuijper). 
Several papers off er a more thoughtful approach to how CEFR linking 
should become part of the iterative cycle of exam development (e.g. Jones, 
Ashton and Walker; O’Sullivan; Szabó). All of them include some refl ections 
on their use of the Manual in addition to their fi ndings.

In their introductory text, Brian North – co- ordinator of the piloting phase 
and of the revision of the Manual that followed – Waldemar Martyniuk and 
Johanna Panthier provide the background to the development of the Manual; 
they outline the procedures suggested for linking and present a broader 
context for the use of the CEFR and the Manual as part of the Council of 
Europe’s language policies. Following the Introduction is a detailed report 
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on the 2007 Cambridge Colloquium in which Lynda Taylor – who served 
as Moderator for the Colloquium − gives the background to the event and 
 summarises the content of the presentations given and the issues discussed.

In Section One studies on linking single tests to the CEFR are presented.
O’Sullivan presents a project that aimed to confi rm the linking of a 

single test, City & Guilds’ Communicator, to the CEFR but which led to 
the embedding of the Manual- based processes and systems developed for 
the project (including assessment training; CEFR familiarisation as well as 
inter-  and intra- organisational structures) into City & Guilds procedures at 
a broader level. Kecker and Eckes describe following the Manual’s proce-
dures for familiarisation, specifi cation, standardisation, and empirical vali-
dation to examine the relation between the TestDaF (Test of German as a 
Foreign Language) and the CEFR levels. For the external validation, the 
German section of DIALANG served as an external criterion measure for 
the receptive skills data, with teacher judgements being used for the produc-
tive skills. Khalifa, ff rench and Salamoura report on a standard- maintaining 
project in connection with a test that already has a long relationship with 
the CEFR, the Cambridge ESOL First Certifi cate in English (FCE). Their 
paper demonstrates how the procedures proposed by the Manual can be con-
structively used and extended not only to build a linking argument but also, 
and more importantly, to maintain it. Kantarcıoğlu, Thomas, O’Dwyer and 
O’Sullivan describe linking Bilkent University’s Certifi cate of Profi ciency in 
English examination (COPE) to the CEFR, reporting initial fi ndings from 
the familiarisation, specifi cation, standardisation and empirical valida-
tion stages of the project and refl ecting on the use of the Manual. Downey 
and Kollias report their experience in linking the content of the Hellenic 
American University’s Advanced Level Certifi cate in English (ALCE) exam-
ination to the CEFR descriptors by following the Manual’s Specifi cation and 
Standardisation procedures.

Section Two includes studies on linking a suite of exams to the CEFR.
Szabó provides an overview of how the Hungarian ‘European Consortium 

for the Certifi cate of Attainment in Modern Languages’ (ECL) examination 
system implemented a project to align ECL exam levels with the CEFR. He 
discusses potential problems and practical diffi  culties with special regard 
to empirical validation and to aligning examinations in lesser- taught lan-
guages. Papageorgiou reports on linking the Trinity College London GESE 
and ISE international examinations to the CEFR. He focuses on the prob-
lems judges faced during the familiarisation and standardisation training 
and the impact of the linking project on the design of the examinations con-
cerned. Barni, Scaglioso and Machetti report experience with the Manual’s 
standardisation procedures followed by the University for Foreigners in 
Siena’s CILS – Certifi cation of Italian as a Foreign Language – in relating 
its examinations at diff erent levels to the CEFR, with particular emphasis 
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on the A1 module ‘Adults in Italy’. Dávid describes linking the Grammar 
and Vocabulary papers of the Hungarian Euro Examinations for English 
to the CEFR through all four sets of procedures in the Manual. The study 
used many- faceted Rasch analysis of ratings of illustrative DVD samples 
and CEFR illustrative descriptors to replicate the measurement scale that the 
illustrative scales in the CEFR are based on. Wu and Wu describe a project 
relating the reading comprehension part of the Taiwanese General English 
Profi ciency Test to the CEFR, in the context of the adoption of the CEFR 
for English qualifi cations in Taiwan. The impact of using the CEFR as a 
common  framework of reference in a non- European country like Taiwan is 
also discussed.

Two large- scale multilingual projects are presented in Section Three.
Jones, Ashton and Walker argue that the Manual should encourage meth-

odological innovation and that CEFR linking procedures should be seen as 
integral to test construction and administration, rather than a one- off  exer-
cise. They report on using the CEFR to impose consistency across languages 
in developing a ‘Languages Ladder’, a new voluntary recognition system 
linked to the English ‘Asset Languages’ lifelong learning project. Noijons and 
Kuijper report on following the Manual’s content specifi cation and standard-
isation procedures in relation to the Dutch state school- leaving examinations 
of reading comprehension in the foreign languages of French, German and 
English. The project identifi ed what the mean minimum reading comprehen-
sion level of candidates at diff erent types of secondary school should be in 
terms of the CEFR and compared this to the offi  cial cut- off  scores for the 
tests.

This compendium of case studies and refl ections on the use of the Council 
of Europe’s draft Manual for relating exams to the CEFR is off ered to the 
profession with the intention to share insights and experiences gathered 
during the piloting phase of the tool and – more importantly – to provide 
a reference for and encourage international co-operation on ensuring best 
 possible quality and transparency in language assessment.

Waldek Martyniuk
December 2009
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Introduction
The Manual for Relating language 
examinations to the Common 
European Framework of Reference 
for Languages in the context of the 
Council of Europe’s work on language 
education

Brian North, Waldemar Martyniuk and Johanna Panthier

The Council of Europe and language education
Intergovernmental co- operation programmes in the area of language educa-
tion have been carried out by the Language Policy Division (formerly the 
Modern Languages Section) of the Council of Europe in Strasbourg for 
almost fi ve decades, and by the European Centre for Modern Languages 
(ECML) in Graz, Austria, since it was established by a Partial Agreement in 
1994.

The Division is responsible for designing and implementing initiatives 
for the development and analysis of language education policies aimed at 
promoting linguistic diversity and plurilingual education. The Division 
is particularly engaged in developing tools and standards to help member 
states elaborate transparent and coherent language policies. These instru-
ments, which are disseminated and used not only throughout Europe but 
all over the world, are making a vital contribution to the establishment of a 
European education area for modern languages and serve as benchmarks for 
other bodies and institutions, including the European Union. The Division’s 
programmes cover all languages − mother tongue/fi rst language/language(s) 
of education as well as foreign, second or minority languages – and address 
the needs of all of the 48 states that have ratifi ed the European Cultural 
Convention1. The Division also provides a forum for debate on policy devel-
opment and assists member states in reviewing their policies with a view to 
enhancing plurilingual and intercultural education.

Early programmes of international co- operation in Strasbourg focused 
on the democratisation of language learning for the mobility of persons and 
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ideas, and on the promotion of the European heritage of cultural and linguis-
tic diversity. Projects assisted member states in implementing reforms aimed 
at developing learners’ communication skills and encouraged innovation 
in language teaching and teacher training, with an emphasis on a learner- 
centred approach. While continuing to promote innovation for successful 
communication and intercultural skills, more recent projects have increas-
ingly addressed the social and political dimensions of language learning, 
focusing on language education for democratic citizenship, diversifi cation in 
language learning, improving coherence and transparency in language provi-
sion, and the language education rights of minorities. The European Year of 
Languages (2001) led to further initiatives to support member states in devel-
oping policy responses to the new challenges to social cohesion and inte-
gration. The results of these projects have been embodied in a Resolution2 
and a number of Recommendations3 of the Committee of Ministers and 
Parliamentary Assembly of the Council of Europe (PACE).

The recent priorities of the Council of Europe were established by the 
Heads of State and Government of the Member States of the Council of 
Europe at their Third Summit (Warsaw 2005). They confi rmed the core 
objective of preserving and promoting human rights, democracy and the 
rule of law. All activities must contribute to this fundamental objective. The 
Heads of State and Government committed themselves to developing those 
principles and, in propagating these values, they resolved to enhance the 
role of the Council of Europe as an eff ective mechanism for pan- European 
 co-operation in all relevant fi elds.

The Language Policy Division’s medium-term programme ‘Language 
Policies for Democratic Citizenship and Social Inclusion’ (2006–09) pro-
vides a follow- up to the priorities established by the Heads of State and 
Government. Its activities include the development of European standard 
setting and other instruments to promote social inclusion, intercultural dia-
logue, human rights and democratic citizenship through language education. 
The Division assists member states in the renewal of policies for these pur-
poses and is involved in education policies for national/offi  cial and minor-
ity languages as well as foreign languages. It has recently launched new 
projects on language policies for the integration of adult migrants and on 
policies and European reference standards for competence in the languages 
of school education, with a special focus on policies for disadvantaged and 
migrant children. Further information is available at: www.coe.int/lang and 
www.coe.int/portfolio

The work of the Language Policy Division is supported by implementa-
tion activities at the European Centre for Modern Languages (ECML) for 
the 34 states of the Enlarged Partial Agreement in Graz, Austria. The two 
units, which – together with the European Charter for Regional or Minority 
Languages – form the Department of Language Education and Policy, have 
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distinct but complementary missions and working methods. The Centre in 
Graz, in accordance with its Statutes, has as its mission the implementa-
tion of language policies and the promotion of innovative approaches to the 
learning and teaching of modern languages. To respond to this mission the 
ECML organises international language education projects primarily target-
ing teacher trainers, researchers and key multipliers in the fi eld. These essen-
tially aim to raise awareness on critical issues, provide training to language 
education practitioners and facilitate networks of specialists. The ECML 
off ers educational facilities at its premises in Graz, including a resource 
centre housing the collection of reference works and papers of Dr John 
Trim, who was Project Director for the programmes of the Language Policy 
Division in Strasbourg from 1971 to 1997. The ECML’s third medium- term 
programme ‘Empowering Language Professionals’ (2008–11) includes 20 
projects  organised in four main thematic strands:

• Evaluation
• Continuity in language learning
• Content and language education
• Plurilingual education.
Further information is available at: www.ecml.at

The Council of Europe’s Common European 
Framework of Reference for Languages: Learning, 
Teaching, Assessment (CEFR)

The purpose of the CEFR
The Common European Framework of Reference for Languages: learn-
ing, teaching, assessment (CEFR) (Council of Europe 2001) was developed 
between 1993 and 1996 by a Council of Europe international working 
party following the recommendation of an intergovernmental sympo-
sium Transparency and Coherence in Language Learning in Europe held at 
Rüschlikon, near Zurich, Switzerland, in November 1991. One of the aims 
of the CEFR was to introduce common reference points, in the form of the 
‘common reference levels’. It was hoped that, in time, the existence of such 
common reference points would help to relate courses and examinations to 
each other and thus achieve the ‘transparency and coherence’ that had been 
the subject of the Rüschlikon symposium.

The CEFR is not a harmonisation project. The aim of the CEFR is to 
provide a mental framework that enables people to say where they are, not a 
specifi cation telling them where they ought to be. Right at the very beginning 
of the CEFR, the authors emphasise:
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We have NOT set out to tell practitioners what to do or how to do it. We 
are raising questions not answering them. It is not the function of the 
CEF to lay down the objectives that users should pursue or the methods 
they should employ (Council of Europe 2001: xi Note to the User).

There is no confl ict between on the one hand a common framework desir-
able to organise education and encourage productive networking, and on the 
other hand the local strategies and decisions necessary to facilitate successful 
learning in any given context. The aim of the CEFR is to facilitate refl ection, 
communication and networking. The aim of any local strategy ought to be 
to meet needs in context. The key to linking the two into a coherent system 
is fl exibility. The CEFR is a concertina- like reference tool that provides cat-
egories, levels and descriptors that educational professionals can merge or 
sub- divide, elaborate or summarise, adopt or adapt according to the needs 
of their context − whilst still relating to the common hierarchical structure. It 
is for users to choose activities, competences and profi ciency stepping- stones 
that are appropriate to their local context, yet can be related to the greater 
scheme of things and thus communicated more easily to colleagues in other 
educational institutions and to other stakeholders such as learners, parents 
and employers.

The common reference levels
The CEFR levels (A1−C2) did not suddenly appear from nowhere. The 
fi rst reference to a possible set of ‘Council of Europe levels’ – based around 
Waystage, Threshold Level and similar such concepts – was in a presen-
tation by David Wilkins (author of The Functional Approach) at the 1977 
Ludwigshafen symposium (Trim 1978). This symposium had represented 
the fi rst − unsuccessful − attempt to move towards a common European 
framework in the form of a unit−credit scheme linked to common levels. The 
six CEFR common reference levels correspond both to the seven levels sug-
gested by Wilkins in 1977 (minus the top level) and (with the addition of A1) 
to the fi ve levels adopted in 1991 by ALTE − the Association of Language 
Testers in Europe − in which Cambridge ESOL was a founding member. The 
illustrative descriptors for these levels were developed in a 1993−96 project 
by two members of the CEFR Working Party (North 2000a, North and 
Schneider 1998, Schneider and North 2000), who co- ordinated the research 
work supported by the Swiss National Science Foundation.

It is perhaps worth emphasising the salient features of the levels, as 
 illustrated by the empirically calibrated descriptors:
Level A1 is the point at which the learner can:
• interact in a simple way, ask and answer simple questions about 

themselves, where they live, people they know, and things they have, 
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initiate and respond to simple statements in areas of immediate need or on 
very familiar topics, rather than relying purely on a rehearsed repertoire of 
(tourist) phrases.

Level A2 refl ects the Waystage specifi cation with:

• the majority of descriptors stating social functions: greet people, ask 
how they are and react to news; handle very short social exchanges; ask 
and answer questions about what they do at work and in free time; make 
and respond to invitations; discuss what to do, where to go and make 
arrangements to meet; make and accept off ers

• plus descriptors on getting out and about: make simple transactions in 
shops, post offi  ces or banks; get simple information about travel; ask for 
and provide everyday goods and services.

Level B1 refl ects the Threshold Level, with two particular features:

• maintaining interaction and getting across what you want to 
communicate: give or seek personal views and opinions in an informal 
discussion with friends; express the main point he/she wants to make 
comprehensibly; keep going comprehensibly, even though pausing for 
grammatical and lexical planning and repair are very evident, especially in 
longer stretches of free production

• plus coping fl exibly with problems in everyday life: deal with most 
situations likely to arise when making travel arrangements through an 
agent or when actually travelling; enter unprepared into conversations on 
familiar topics; make a complaint.

Level B2 refl ects three new emphases:

• eff ective argument: account for and sustain opinions in discussion by 
providing relevant explanations, arguments and comments; explain a 
viewpoint on a topical issue giving the advantages and disadvantages of 
various options

• holding your own in social discourse: interact with a degree of fl uency 
and spontaneity that makes regular interaction with native speakers quite 
possible without imposing strain on either party; adjust to the changes of 
direction, style and emphasis normally found in conversation

• plus a new degree of language awareness: correct mistakes if they 
have led to misunderstandings; make a note of ‘favourite mistakes’ and 
consciously monitor speech for them.

Level C1 is characterised by access to a broad range of language that results 
in fl uent, spontaneous communication:

• express him/herself fl uently and spontaneously, almost eff ortlessly; has a 
good command of a broad lexical repertoire allowing gaps to be readily 
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overcome with circumlocutions; there is little obvious searching for 
expressions or avoidance strategies − only a conceptually diffi  cult subject 
can hinder a natural, smooth fl ow of language

• produce clear, smoothly fl owing, well- structured speech, showing 
controlled use of organisational patterns, connectors and cohesive devices.

Level C2 represents the degree of precision and naturalness typical of highly 
successful learners:

• convey fi ner shades of meaning precisely by using, with reasonable 
accuracy, a wide range of modifi cation devices

• and a good command of idiomatic expressions and colloquialisms with 
awareness of connotative level of meaning.

Relating language examinations to the CEFR – the 
purpose of a Manual
North and Schneider (1998:243) emphasised that the production of a 
common scale was only the fi rst step in the implementation of a common 
framework, and that ensuring a common interpretation through standard-
ised performance samples and monitoring data from tests was necessary. The 
process of standardising the interpretation of the levels has been supported 
by the development of the draft Manual Relating Language Examinations 
to the Common European Framework of Reference for Languages: Learning, 
Teaching, Assessment (CEFR) (Council of Europe 2003). The Manual was 
developed following a seminar hosted by the Finnish authorities in Helsinki 
in July 2002. The drafting and piloting of the Manual was a response by 
the Council of Europe to the need to assist examination providers to relate 
their examinations to the CEFR. It was conceived as a contribution to the 
co- operative endeavour of improving the transparency of and comparability 
between language qualifi cations in Europe. It was intended as a continuation 
of the work of the Council of Europe’s Language Policy Division in develop-
ing planning tools which provide reference points and common objectives 
as the basis for a coherent and transparent structure for eff ective teaching/
learning and assessment relevant to the needs of learners as well as society, 
and that can facilitate intercultural understanding and personal mobility.

The primary aim of the Manual is to help the providers of examinations to 
develop, apply and report transparent, practical procedures in a cumulative 
process of continuing improvement in order to situate their examination(s) 
in relation to the Common European Framework of Reference (CEFR).

The approach developed off ers guidance to users to:

• describe the examination coverage, administration and analysis 
procedures
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• relate results reported from the examination to the ‘common reference 
levels of language profi ciency’ of the CEFR

• provide supporting evidence that reports the procedures followed to do 
so.

Following the best traditions of Council of Europe action in developing 
language education policy, however, the Manual has wider aims to actively 
promote and facilitate co- operation among relevant institutions and experts 
in member countries. The Manual aims to:

• contribute to competence building in the area of linking assessments to 
the CEFR

• encourage increased transparency on the part of examination providers
• encourage the development of both formal and informal national and 

international networks of institutions and experts.

Relating an examination or test to the CEFR is a complex endeavour. The 
existence of such a relation is not a simple observable fact, but is an assertion 
for which the examination provider needs to provide both theoretical and 
empirical evidence. The procedures by which such evidence is put forward 
can be summarised by the term ‘validation of the claim’.

The approach adopted
The pilot version of the Manual presents four inter- related sets of procedures 
that users are advised to follow in order to design a linking scheme in terms 
of self- contained, manageable activities. The activities carried out in all four 
sets of procedures contribute to the validation process.

 Familiarisation: a selection of activities designed to ensure that 
participants in the linking process have a detailed knowledge of the 
CEFR. This familiarisation stage is necessary at the start of both the 
Specifi cation and the Standardisation procedures.

 In terms of validation, these procedures are an indispensable starting 
point. An account of the activities taken and the results obtained is an 
essential component of the validation report.

 Specifi cation: a self- audit of the coverage of the examination (content 
and task types) profi led in relation to the categories presented in the 
CEFR. As well as serving a reporting function, this exercise also has a 
certain awareness- raising function that may assist in further improving 
the quality of the examination concerned.

 These procedures assure that the defi nition and production of the test have 
been undertaken carefully, following good practice. Content specifi cation 
grids are available to help when implementing them (see below).
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 Standardisation: suggested procedures to facilitate the implementation 
of a common understanding of the ‘common reference levels’ presented 
in the CEFR.

 These procedures assure that judgements taken in rating performances 
refl ect the constructs described in the CEFR, and that decisions about 
task and item diffi  culty are taken in a principled manner on the basis of 
evidence from pretesting as well as expert judgement. Samples of oral 
and written production illustrating the CEFR levels and calibrated items 
to test comprehension skills are available to support the standardisation 
procedures (see below).

 Empirical Validation: the collection and analysis of test data and 
ratings from assessments in order to provide evidence that both the 
examination itself and the linking to the CEFR are sound. Suggestions 
and criteria are provided for adequate and credible validation 
appropriate for diff erent contexts.

 These procedures assure that the claims formulated through 
Specifi cation and Standardisation (‘test- under- construction’) can indeed 
be confi rmed when the examination is administered in practice (‘test- 
in- action’). This scheme was adopted (a) because these categories are a 
good way of grouping linking methodologies found in the literature, (b) 
because they refl ect the classic stages of quality management (design, 
implementation, evaluation), (c) because such broad concepts could 
thus be applied equally to formal, high- stakes assessment situations 
(examinations) and to lower- stakes school and teacher assessments.

Relating examinations to the CEFR can best be seen as a process of ‘building 
an argument’ based on a theoretical rationale. As noted above, the central 
concept within this process is ‘validity’. Therefore, before an examination can 
be linked to an external framework like the CEFR (external validity), it must 
demonstrate the validity of the construct, and the consistency and stability of 
the examination (internal validity).

The approach adopted in this process is an inclusive one. The recom-
mended procedures encourage alignment of examinations to the CEFR 
with diff ering degrees of rigour appropriate to diff erent testing contexts. The 
Manual aims to encourage the application of principles of best practice even 
in situations in which modest resources and expertise are available. First 
steps may be modest, but the aim is to help examination providers to work 
within a structure, so that later work can build on what has been done before, 
and a common structure may off er the possibility for institutions to more 
easily pool eff orts in certain areas.

Not all examination providers may consider they can undertake studies 
in all of the areas outlined above. Some institutions in ‘low- stakes’ contexts 
may decide to concentrate on Specifi cation and Standardisation, and may 
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not be able to take the process to its logical conclusion of full- scale Empirical 
Validation as outlined in internationally recognised codes and standards 
for testing and measurement4. However, it is highly recommended that even 
less well- resourced examination providers should select techniques from all 
areas. The linking of a qualifi cation to the CEFR will be far stronger if the 
claims based on test specifi cations and their content are supported by both 
standardisation of judgements and empirical validation of test data. Every 
examination provider – even examination providers who have only limited 
resources or countries that have decentralised traditions − can demonstrate 
in one way or another through a selection of techniques both the internal 
quality and validity of their examination and its external validity: the validity 
of the claimed relationship to the CEFR.

Piloting the Manual
In addition to the ‘Sounding Board’ of 16 experts employed as consultants 
during and after the development process, the Manual was piloted at dif-
ferent levels of intensity: (a) through formal feedback − without necessarily 
employing the techniques in a project, (b) through trialling procedure, (c) in 
documented case studies such as those published in this volume. In 2005−06, 
40 institutions from 20 countries registered for the pilot phase of the Manual 
following an international seminar organised by the Language Policy 
Division in Strasbourg. The feedback indicated that the structure (familiari-
sation, specifi cation, standardisation, validation) worked well. It was also 
felt to be a very eff ective way to mediate the CEFR, though several users 
reported on the diffi  culty of following the suggested procedures without a full 
set of calibrated performance samples and test items for the standardisation 
training, and for incorporation in cross validation studies. The other main 
points made were the following:

• The Manual appeared to be a good way to critically review and 
evaluate the content and the statistical characteristics of an exam. 
Some respondents found the specifi cation forms labelled A1−A21 
time-consuming, whilst others stressed their awareness- raising value.

• Some stressed that the CEFR cannot be a test specifi cation because, 
since it is a policy reference document, it lacks the necessary detail. 
Others felt that the Manual – and the content specifi cation grids now 
associated with it – provided a good way of developing CEFR- based 
tests.

• The procedures proposed by the Manual should be integrated into 
the test development and production process and used to assist the 
maintenance of standards from year to year, not just for a one- off  
study.
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• Standardisation training and standard setting should be split, presented 
in diff erent chapters. Standardisation training with illustrative examples 
can in fact be seen as Familiarisation.

• Standard- setting techniques should also cover data- based candidate- 
centred procedures (only procedures for external validation are 
proposed in the pilot version).

• The Manual would be improved if shortened and made more user- 
friendly with chapter outlines and a representation of diff erent entry 
points and routes. The ‘didactic’ approach taken in ‘Standardisation 
training’ could be adopted elsewhere.

Supporting materials
The work of institutions that piloted the preliminary draft of the Manual 
was supported by a set of multilingual reference materials. Up- to- date docu-
ments and links are available on the website www.coe.int/portfolio. They 
include:
Reference Supplement

• Quantitative and qualitative considerations in relating certifi cates and 
diplomas to the CEFR.

• Diff erent approaches in standard setting.
Content Analysis Grids

• CEFR content analysis grid for listening and reading (sometimes 
referred to as ‘the Dutch CEFR Grid’): Appendix B1 of the revised 
version of the Manual (Council of Europe 2008). The Grid can be 
accessed at: www.ling.lancs.ac.uk/cefgrid

• CEFR content analysis grids for speaking and writing, developed by 
ALTE: Appendix B2 of the revised version of the Manual (Council of 
Europe 2008).

Illustrative Descriptors

• The collated set of descriptors from the CEFR.
• The descriptor bank from the European Language Portfolio, 

documenting the relationship between those descriptors and the original 
CEFR descriptors.

• A collation of C1/C2 descriptors (in English) from the CEFR and 
related projects that indicates which descriptors were calibrated to 
CEFR levels and which were not.

Illustrative Samples

• A Guide for the organisation of a seminar to calibrate examples of 
spoken performances in line with the scales of the CEFR5. This is based 
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on the experiences gathered during a seminar organised in Sèvres, 
France, by the Centre International d’Etudes Pédagogiques (CIEP) 
and Eurocentres aimed at calibrating samples of oral performances in 
French to the CEFR levels6.

• Documentation complementing the samples of spoken performance is 
available on the website mentioned above.

• DVDs showing samples of spoken performance are available from the 
Language Policy Division and the respective language institutes at the 
time of writing for English, French, Italian and Portuguese.

• Illustrative samples of written performance are available on the above-
mentioned website at the time of writing for English, French, German, 
Portuguese and Italian.

• Illustrative items for listening and reading for English, French, German, 
Italian and Spanish are available on a CD- ROM from the Language 
Policy Division.

• A DVD for German is published with its documentation by 
Langenscheidt as Bolton, Glaboniat, Lorenz, Müller, Perlmann- Balme 
and Steiner (2008).

• Samples of spoken performance in English, French, German, Italian 
and Spanish by teenage learners in France calibrated at a Council of 
Europe cross- language rating seminar (CIEP, June 2008) are available 
on a DVD from the Language Policy Division, the CIEP and other 
partners, as well as on www.ciep.fr/publi_evalcert

 In addition:
• A collection of papers presented at a colloquium on Standard setting 

research and its relevance to the CEFR organised on behalf of the 
Language Policy Division jointly by the Dutch Institute for Educational 
Measurement (Cito) and the European Association for Language 
Testing and Assessment (EALTA) is published as Figueras and Noijons 
(Eds 2009).

Recommendation on the use of the Council 
of Europe’s Common European Framework 
of Reference for Languages (CEFR) and the 
promotion of plurilingualism
In July 2008 , the Committee of Ministers representing the 47 member states 
of the Council of Europe adopted Recommendation CM/Rec(2008)7 on the 
use of the Council of Europe’s Common European Framework of Reference 
for Languages (CEFR) and the promotion of plurilingualism7. Under the 
measures recommended for implementation there is a set related to the use 
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of the CEFR in the area of assessment. When national, regional and local 
education authorities decide to use the CEFR, they are inter alia invited to:

4.5. ensure that all tests, examinations and assessment procedures 
leading to offi  cially recognised language qualifi cations take full account 
of the relevant aspects of language use and language competences as 
set out in the CEFR, that they are conducted in accordance with inter-
nationally recognised principles of good practice and quality manage-
ment, and that the procedures to relate these tests and examinations to 
the common reference levels (A1−C2) of the CEFR are carried out in a 
 reliable and transparent manner;

4.6. ensure that full information regarding the procedures applied 
in all tests, examinations and assessment systems leading to offi  cially 
recognised language qualifi cations, particularly those used to relate 
them to the common reference levels (A1−C2) of the CEFR, is pub-
lished and made freely available and readily accessible to all the 
 interested parties;

4.7. encourage all other bodies responsible for foreign/second lan-
guage assessment and certifi cation to adopt measures that guarantee 
the provision of fair, transparent, valid and reliable tests and examina-
tions in conformity with the principles set out in paragraph 4.5 above 
and to publish their procedures, particularly those used to relate these 
tests and examinations to the CEFR common reference levels (A1−C2) 
as  outlined in paragraph 4.6 above;

4.8. extend such recognition as is appropriate to language qualifi ca-
tions, including those certifi ed in other member states, which satisfy the 
above criteria;

4.9. encourage all bodies, offi  cial and unoffi  cial, responsible for 
foreign/second language assessment and certifi cation to adopt measures 
that give special attention to:

 4.9.1. the evaluation and recognition of receptive and productive 
competences, as appropriate to the needs of learners, in all languages 
and at all levels, in particular at lower levels, as contributions to each 
individual’s developing plurilingual profi le;

 4.9.2. forms of assessment which value the plurilingual capacities of 
learners and recognise the full range of their plurilingual repertoire;

 4.9.3. dimensions of language learning and use which go beyond 
profi ciency itself ensuring that they are taken into consideration and 
 recognised through adequate means of evaluation, such as portfolios.

In the Explanatory Notes attached to the recommendation special attention 
is being given to the challenges and responsibilities related to the use of the 
CEFR:

The Council of Europe’s Common European Framework of Reference 
for Languages is rapidly becoming a powerful instrument for shaping 
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language education policies in Europe and beyond. The task of relating 
language policies, language curricula, teacher education and training, 
textbook and course design and content, examinations and certifi ca-
tion systems to the CEFR is currently being undertaken by a growing 
number of public and private stakeholders in all of the Council of 
Europe member states. Most of these stakeholders recognise the real 
reference value of the document and apply the principles on which it 
was based most appropriately. There are instances of use, however, 
that indicate that reference may be made to the CEFR as a Council of 
Europe document merely for the purpose of recognition on ‘the edu-
cational market’ without real application of its basic values and con-
cepts. In some other cases the CEFR may be referred to in an attempt to 
introduce one normative curriculum for a uniform language education 
in Europe – contradictory to the intention of the authoring team and 
to Council of Europe principles – and indeed to the very nature and 
content of the CEFR itself!

To ensure a coherent, realistic and responsible use of the CEFR the fol-
lowing principles are being strongly underlined and recommended for 
consideration:

1 The CEFR is purely descriptive – not prescriptive, nor normative.
2 The CEFR is language neutral – it needs to be applied and interpreted 

appropriately with regard to each specifi c language.
3 The CEFR is context neutral – it needs to be applied and interpreted 

with regard to each specifi c educational context in accordance with the 
needs and priorities specifi c to that context.

4 The CEFR attempts to be comprehensive, in that no aspects of language 
knowledge, skills and use are deliberately left out of consideration. 
It cannot, of course, claim to be exhaustive. Further elaboration and 
developments are welcomed.

5 The CEFR off ers a common language and point of reference as a basis 
for stakeholders to refl ect upon and critically analyse their existing 
practice and to allow them to better ‘situate their eff orts’ in relation to 
one another.

6 The use of the CEFR should contribute to increased transparency 
of processes and procedures, improved quality of provision and 
comparability of outcomes.

7 The use of the CEFR should contribute to the promotion of the basic 
educational values for which the Council of Europe stands, such as 
social inclusion, intercultural dialogue, active democratic citizenship, 
language diversity, plurilingualism, learner autonomy and lifelong 
learning.
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Measures recommended for language assessment and 
certifi cation
The Recommendation CM/Rec(2008)7 invites the authorities to take respon-
sibility for the appropriate use of the CEFR as a reference in offi  cially rec-
ognised language qualifi cations systems. Most specifi cally they are asked to 
ensure that procedures for relating offi  cial language examinations to the prin-
ciples and reference levels of the CEFR are carried out in a reliable and trans-
parent manner. This means that authorities need to be able to account for the 
quality of their assessment procedures and qualifi cations with reference to 
the principle of good practice that exist in the fi eld of language assessment in 
general and as set out in internationally recognised Codes of Practice (listed 
as Appendix II to the Recommendation). The procedures for accounting for 
the validity of the examinations and their relationship to the CEFR should 
be made available to all interested parties. All institutions responsible for 
language assessment and certifi cations should be reminded by the authorities 
that using the CEFR as a reference means adopting measures that guarantee 
comprehensibility, quality and transparency of actions. Language qualifi ca-
tions that satisfy these criteria should be given appropriate recognition in all 
member states.

The Manual for relating examinations to the CEFR is used as an impor-
tant reference tool in the explanatory notes attached to the Recommendation. 
It is pointed out that:

Increasing educational, vocational and professional mobility make the 
portability of qualifi cations a matter of increasing urgency. Portability is 
only possible if the user institutions have confi dence in the reliability and 
validity of the qualifi cation a candidate for employment or admission to 
a college or university brings from his or her country of origin. Since it 
is not feasible for each particular institution or individual employer to 
research the value of each qualifi cation off ered, they are likely to take 
a cautious view. This may well result in well- qualifi ed candidates being 
rejected, which then acts as an obstacle to freedom of movement. There 
is thus a strong demand for a reliable method of establishing and making 
readily available to all interested parties the actual value of qualifi ca-
tions across national boundaries. It is therefore not at all surprising that 
it should be in the area of the assessment of language profi ciency that the 
CEFR has aroused the greatest interest. Examining bodies and educa-
tional institutions, as well as individuals working in the fi eld have shown 
themselves willing to work together in a serious way to link the examina-
tions with which they are concerned to the common reference levels of 
the CEFR in a valid and reliable manner. Their cooperation has led to 
the production of a Manual for helping examination providers to relate 
their examinations to the CEFR. This Manual covers a range of proce-
dures which can be used in building an argument supported by evidence 
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and explanations to account for the extent to which an examination or 
examination system is aligned to the principles and levels of the CEFR. 
It has a reference supplement which includes technical information and 
is also supported by examples of test tasks for reading and listening com-
prehension and samples of written and spoken performance to illustrate 
language profi ciency at the successive reference levels of the CEFR. The 
exemplar tasks, the spoken samples (which are available on CD- ROMs 
and DVDs) and written samples (available online) do not represent pro-
totypes or models to be copied but are intended to be used as reference 
material in test development or benchmarking exercises. As in the case 
of the CEFR itself, the Manual is not intended to be prescriptive or to 
suggest that a single set of procedures needs to be followed to account 
for the relationship between an examination and the CEFR. It provides 
an accessible knowledge base to help policy makers and practitioners to 
achieve their own goals in a coherent and transparent way and to situate 
and explain their own eff orts in relation to others.

As pointed out in the Explanatory Notes, the mere statement that an exami-
nation or a qualifi cation is set at a particular level ‘will not of itself carry 
conviction’. Unsupported and uncorroborated claims can too easily lead to 
all claims being discredited. For this reason, the Council of Europe regards 
it of primary importance that all such claims should be fully supported by 
proper documentation that is made publicly available. It is, of course, recog-
nised that transparency is limited by the requirements of secrecy in the case of 
certain technical processes and of confi dentiality in the case of some informa-
tion in respect of individual candidates. However, secrecy should be kept to a 
necessary minimum, and the fact that some information is withheld ‘should 
itself be openly stated and reasons given’.

Case studies on piloting the Manual
As noted in the explanatory part of the Recommendation CM/Rec(2008)7, 
a substantial number of case studies have been reported, which show that, if 
undertaken with due care, examinations can be linked to the common refer-
ence levels in a valid and reliable way. The case studies also made it clear that 
linking procedures need to be reviewed periodically, as examinations evolve 
over time. Authorities are therefore invited, in the interests of portability, to 
see that the language qualifi cations they award are linked to the common ref-
erence levels of the CEFR in a fully responsible manner, taking international 
experience fully into account. In this way, it is intended that suffi  cient mutual 
trust and confi dence can be built up to justify the reciprocal recognition of 
language qualifi cations across national boundaries. A selection of these case 
studies presented in this volume may serve as a reference in this process.

The Language Policy Division of the Council of Europe is pleased to off er 
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the profession this compendium of case studies concerning the use of the pre-
liminary pilot version of the Manual for Relating language examinations to 
the Common European Framework of Reference for Languages (Council of 
Europe 2003). It takes the opportunity to express its gratitude to all those 
who took an active part in the piloting of the original document. Making 
their experience available to others they have contributed to fostering 
coherence and transparency in language testing and comparability of certi-
fi cations, thus promoting mobility and intercultural understanding among 
citizens. This kind of ‘unforced co- operation’ among professionals has been 
an outstanding feature of Council of Europe projects, an intergovernmen-
tal organisation that fully respects the principle of subsidiarity in education 
matters.

This publication will form an important part of the ‘tool- kit’ being built 
around the Common European Framework of Reference for Languages 
(CEFR), including the revised Manual, the ‘Reference Supplement’ to the 
Manual, the samples illustrating the CEFR levels, the case studies on the use 
of the CEFR, the General Guide for Users (of the CEFR), the ‘Reference 
level descriptions’ for specifi c languages, the European Language Portfolio, 
etc.

All these documents and many others, including the report on a Policy 
Forum on The CEFR and the development of language policies: challenges 
and responsibilities, are available on the Language Policy Division’s website 
www.coe.int/lang

The CEFR and related ‘tool- kit’ as well as all the other outcomes of the 
Council of Europe programmes in the fi eld of languages are rooted in the 
nature, aims, values and modus operandi of the Council of Europe itself. 
Quality, coherence and transparency in language learning, teaching and 
assessment are objectives designed to serve learners as language users and 
active, responsible citizens in interacting and participating fully in our 
 democratic societies.

Notes
1. http://conventions.coe.int/Treaty/Commun/QueVoulezVous.asp?NT=018&C

M=2&DF=13/12/2005&CL=ENG
2. www.coe.int/t/dg4/linguistic/20thsessioncracow2000_EN.asp#TopOfPage 
3. See: www.coe.int/t/dg4/linguistic/Conventions_EN.asp#TopOfPage 
4. ALTE (Association of Language Testers in Europe)
  Code of Practice: www.alte.org/quality_assurance/index.php
   Principles of Good Practice: www.alte.org/quality_assurance/code/good_

practice.pdf
   Quality Management System: www.alte.org/quality_assurance/quality.php
 ILTA (International Language Testers’ Association)
  Code of Ethics: www.iltaonline.com/code.pdf
  Code of Practice: www.iltaonline.com/ILTA- COP- ver3- 21Jun2006.pdf
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 EALTA (European Association for Language Testing and Assessment)
  Code of Practice: www.ealta.eu.org/guidelines.htm
 General – not specifi c to language testing:
 The Standards for Educational and Psychological Testing (1999), developed 

jointly by: American Educational Research Association (AERA); American 
Psychological Association (APA) ; National Council on Measurement in 
Education (NCME): www.apa.org/science/standards.html

5. Guide for the organisation of a seminar to calibrate examples of spoken 
performances in line with the scales of the CEFR, by Sylvie Lepage and Brian 
North, Council of Europe, Language Policy Division, Strasbourg, May 2005 
(DGIV/EDU/LANG (2005) 4).

6. Seminar to calibrate examples of spoken performances in line with the scales 
of the CEFR, CIEP, Sèvres, 2−4 December 2004, report by Brian North and 
Sylvie Lepage, Council of Europe, Language Policy Division, Strasbourg, 
February 2005 (DGIV/EDU/LANG (2005) 1)

7. www.coe.int/t/dg4/linguistic/Source/SourceForum07/Rec%20CM%202008-
 7_EN.doc 
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The Cambridge Colloquium on 
using the preliminary pilot version 
of the Manual for relating language 
examinations to the CEFR – summary 
of discussion

Lynda Taylor The Cambridge Colloquium – December 2007
Consultant to University of Cambridge ESOL Examinations, UK

Background to the Colloquium
In December 2007 a 2- day Invited Colloquium was held at the Carvonius 
Centre, in the University of Cambridge, UK. Organised by the Association 
of Language Testers in Europe (ALTE) on behalf of the Council of Europe’s 
Language Policy Division, and hosted by University of Cambridge ESOL 
Examinations (Cambridge ESOL), the event was intended as a forum for 
language testers from across Europe to refl ect upon and share their experi-
ences of using the preliminary pilot version of the Manual for relating lan-
guage examinations to the CEFR, initially released in 2003. The Council of 
Europe was eager to draw upon the experience of those who, following the 
Manual’s original launch, had registered to conduct case studies, pilots, etc., 
as well as to gather insights from others who had engaged with the content 
of the publication during the period 2004−07. At the time of the Colloquium 
in December 2007, the draft Manual was undergoing a revision at the hands 
of the Authoring Group and a revised version was planned for publica-
tion during 2008. For this reason, as well as participants from educational 
and examining institutions across Europe, three members of the Manual’s 
Authoring Group were invited to attend the Colloquium (Brian North, Sauli 
Takala, Norman Verhelst).

The anticipated benefi ts of the event for Colloquium participants were 
thus:
• to provide an opportunity to share experiences about the Manual in its 

draft form for those who had actively used it in their own contexts
• to learn about the main lines of revision in progress, based upon 

feedback received to date, and to provide a fi nal general review prior to 
publication
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• to help participants in fi nalising their own case studies in order to write 
them up with a view to possible publication at a later stage

• to provide the Council of Europe with input which might lead to further 
guidance on appropriate uses of the Manual in a variety of contexts.

Participants in the Colloquium
Nearly 50 participants attended the Cambridge Colloquium. They repre-
sented at least 10 European countries as well as a wide variety of European 
and other languages (the Asset Project in the UK, for example, is concerned 
with 23 heritage and community languages other than English). In addition, 
participants represented a diversity of assessment contexts and providers, 
including: primary and secondary school- based education; adult educa-
tion; further and higher education in colleges and universities; teacher train-
ing and development; examination boards; and government ministries and 
departments.

Programme overview
The overall programme format for the 2- day Colloquium was structured 
around a series of six 90- minute sessions, each one designed to focus on a 
theme or section of the draft Manual. A session included three short pres-
entations, each lasting 15 minutes with an additional 5 minutes allowed for 
questions, followed by a 30- minute plenary discussion. The plenary discus-
sion was facilitated by a Moderator, whose role was to identify from the 
presentations those questions and issues that lent themselves to open dis-
cussion amongst the full group of participants. Full documentation of the 
Colloquium can be viewed at: www.alte.org/further_info/cambridge07.php

The Colloquium opened with an offi  cial welcome to Cambridge from 
Michael Milanovic, Manager of ALTE and Chief Executive of Cambridge 
ESOL. This was followed by an introduction from Johanna Panthier of the 
Council of Europe’s Language Policy Division, who explained the context 
for and the aims of the Colloquium. The remainder of this summary paper 
describes in brief the general focus of each of the six sessions, the specifi c 
questions and issues arising out of the individual presentations and the 
plenary discussion based upon them.

Session 1 – summary of content and issues 
arising for plenary discussion
The three short presentations in Session 1 highlighted some general issues 
and challenges encountered in trying to apply the Manual’s procedures in 
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specifi c assessment contexts, and thus set the scene for the particular topics to 
be discussed in the later plenary sessions.

Lisbeth Salmonsen and Eli Moe, from the University of Bergen, reported 
some of the benefi ts and diffi  culties they had experienced in using the Manual 
with the Norsk spraaktest (test of Norwegian as a second language). In their 
refl ections they noted the large amount of useful information contained in 
the Manual, but commented that its emphasis tended to be more on quali-
tative approaches for content linking than on quantitative approaches, and 
that it was not always clear to them which of the various methods referred to 
it might be most appropriate to select. They recommended the Kaftandjieva 
(2007) Supplement B as a valuable additional resource for guidance on quan-
titative methods, but called for more specifi c advice on matching method 
to context, together with exemplar case studies of actual implementation. 
A further concern centred upon the diff erence between conceptualising the 
CEFR framework as a mental construct, with undoubted heuristic value, 
and conceiving of it as an empirical construct. This was exemplifi ed in the dif-
fi culty of assigning actual test items and tasks to CEFR levels, either through 
the process of expert judgement or by empirical methods, and they posed 
the additional question of whether certain item or task types might actually 
be more or less suitable for certain levels. The Nordic experience also raised 
the complex issue of comparability between languages, i.e. the language of 
instruction and the target language to be learned. Diff erent interpretations of 
CEFR level requirements had been observed even within the Nordic family 
of languages. It was recognised that features of the linguistic and instruc-
tional contexts needed to be taken into account, since diff erent, albeit related, 
linguistic, socio- linguistic and socio- pragmatic contexts are likely to privi-
lege certain aspects over others, both in terms of task input design and the 
nature of the productive outcome, e.g. for an extended writing task.

Refl ections on the Nordic experience were followed by refl ections on two 
separate case studies conducted in Hungary. Gábor Szabó noted the infl u-
ence of the CEFR as a positive force for encouraging the development of 
language assessment, including growing technical improvement and profes-
sionalisation. At the same time, however, he noted the extent to which the 
CEFR, though not legally binding, is steadily assuming a pseudo- offi  cial 
power and authority to shape assessment policy and language testing 
practice. Reporting on challenges encountered in the empirical validation 
process to link one of Hungary’s examination systems – the one off ered 
by the European Consortium for the Certifi cate of Attainment in Modern 
Languages (ECL) – to the CEFR, he identifi ed the lack of representative 
tasks for each of the levels as a major constraint on the exercise. This, he 
suggested, imposes serious limits on attempts to provide evidence of CEFR 
test or task linkage by means of test- centred validation procedures, espe-
cially as some of the limited set of representative tasks which do exist are 



The Cambridge Colloquium – December 2007

21

themselves open to variable interpretation in terms of their CEFR level, 
with only limited evidence to support their classifi cation. Recommendations 
for future action were proposed, including: increased co-operation and col-
laboration to develop and share tasks, to address the issue of availability; 
and the identifi cation of transparent, consensus- based criteria for endors-
ing tasks as representative reference points, to address the issue of accept-
ance and acceptability. Candidate- centred methods were recommended in 
contexts where a test- centred approach was not well- supported (see Szabó 
in this volume). In a second Hungarian project, Gergely Dávid, of Euro 
Examinations in Budapest, described the application of CEFR- linking pro-
cedures to grammar and vocabulary tests. He highlighted the relative under- 
specifi cation of these categories at the diff erent CEFR levels and the tendency 
for local European standards to develop among users, e.g. item writers, in 
the absence of a clearly shared understanding of established benchmarks or 
yardsticks. Refl ecting on the various sections of the Manual, he commented 
on the formative training function of the Familiarisation stage, and, like 
Szabó, noted the limitations of currently available performance samples for 
the process of Standardisation of judgements. The standard- setting section 
of the Manual was considered to be the least accessible (see Dávid in this 
volume).

Plenary discussion following these three presentations from Norway and 
Hungary revolved around the following issues:

• the need to increase the range of linking methods and procedures 
available, especially in relation to quantitative approaches

• the need for more guidance on selecting appropriate linking procedures, 
and for more advice on the contextual factors involved

• the nature of the training and support needed by judges through and 
following the Familiarisation phase

• the need for more and better representative tasks at each CEFR level, 
especially for the less frequently taught languages in Europe, e.g. 
Hungarian

• the nature of texts, tasks and items, and the process of assigning them to 
CEFR levels

• the implications of (under)specifi cation within the CEFR descriptive 
scheme for some categories, e.g. grammar and vocabulary

• the value of published accounts of locally contextualised and sensitive case 
studies, and the potential for co-operation and collaboration in this area

• issues of comparability: across languages; across linguistic and social 
contexts; between local and national standards; between European and 
CEF standards

• the nature and implications of the CEFR’s socio- political/legal ‘power’.
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Session 2 – summary of content and issues 
arising for plenary discussion
The presentations in Session 2 drew on experiences of using the Manual in 
Turkey, Slovakia and the Netherlands.

Carole Thomas and Elif Kantarcıoğlu reported on a 3- year project to 
link Bilkent University’s in- house English profi ciency exam to the CEFR B2 
level. They refl ected on the usefulness of the Manual as a means of gaining a 
clearer understanding of the test’s level and as a tool for quality management 
and improvement, as well as test recognition and currency. Their experience 
of the Familiarisation stage had raised questions about: group dynamics and 
management; the success and limitations of activities off ered; the supplemen-
tary activities needed; schedules and timings; how to deal with the variable 
background knowledge of participants; and how to evaluate the suffi  ciency 
of familiarity with the CEFR at the end of the Familiarisation process. 
Refl ections on the Specifi cation phase centred upon the accessibility and 
user- friendliness of the various forms and grids off ered (A1−A22), in par-
ticular assumptions about shared knowledge of terminology; the addition of 
a glossary was suggested. The appropriate level of agreement needed among 
judges in order to validate claims was also a matter for concern, along with 
the desirability of confi rmation by other external experts. Refl ections on the 
Standardisation phase echoed earlier concerns from Norway and Hungary 
about the range and quality of the exemplar samples. The presenters also 
proposed the helpful addition of checklists itemising what is involved in the 
preparation of this and other stages (see Kantarcıoğlu, Thomas, O’Dwyer 
and O’Sullivan in this volume).

Jana Bérešová, of Trnava University in the Slovak Republic, described 
the context for linking the Maturita test to the B1 and B2 levels as part of a 
language teacher training project for assessment purposes within the national 
language education reform programme at secondary up to school- leaving 
level. She highlighted the considerable time needed for adequate training and 
familiarisation of personnel within this process. She also commented on the 
impact of internationally and locally produced teaching materials and tests, 
which resulted in variable perceptions of levels and standards among those 
being trained. Issues of cross- linguistic comparability and translation eff ects 
emerged as other key variables that infl uenced outcomes.

Angela Ashworth and Hans Veenkamp, from the Language Centre at 
the University of Groningen in the Netherlands, reported on their pilot-
ing of the Manual procedures in two testing projects. The fi rst concerned 
Familiarisation and Standardisation workshops for teachers and the collec-
tion of local samples of calibrated material for levels B1−C2 for the produc-
tive skills. The second involved the revision of the Language Centre’s own 
English test for international students, master’s candidates and researchers. 
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Their experience led them to adapt and localise the CEFR descriptors as a 
means of contextualising these within their own high-stakes, high-level EAP/
ESP assessment context, and also as a way of countering the vagueness experi-
enced in the Dutch Grid. They focused on creating locally produced tasks and 
performances and generated a localised version of an assessment grid, using 
parallelism as a means of linking their revised descriptors to the CEFR. Their 
refl ections identifi ed the strengths of the Manual as its provision of expert 
and comprehensive procedures to be followed and its practical suggestions. 
Suggestions for possible improvements included: clearer guidelines for locali-
sation options; improved presentational aspects, e.g. greater  signposting; the 
addition to the document of useful links to other relevant work.

Plenary discussion following these three presentations revolved around 
the following issues:

• The Familiarisation stage: Who does it? How is it managed? Are 
more activities needed? Is more time needed? How familiar is ‘familiar 
enough’?

• The Specifi cation stage, including: perceived user- friendliness of Forms 
A1−A22; assumptions of prior knowledge or familiarity with related 
terminology and discourse.

• The Standardisation phase, including: the potential role and value of 
domain- specifi c samples, e.g. for ESP/EAP; a possible checklist of things 
to remember for purposes of preparation beforehand.

• Approaches to validating all the above phases: Who does it, and how?
• The role and impact of internationally and locally published teaching 

and test materials, and the notion of the CEFR ‘brand’.
• The Manual’s potential as a useful tool for quality assurance within a 

quality management system.
• Issues of the Manual’s target audience and purpose, including 

presentational features which might be enhanced.

Session 3 – summary of content and issues 
arising for plenary discussion
The presentations in Session 3 described the experiences of two UK exam-
ining boards in using the Manual with English examinations produced by 
them.

Rachel Roberts, from City and Guilds, and Barry O’Sullivan, of 
Roehampton University, explained the background to the City and Guilds 
Communicator Linking Project, a series of studies to align to the CEFR 
the board’s International ESOL examinations, developed in 2001−04 and 
off ered at six levels. They described using the CEFR descriptive scheme, 
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the ‘blue book’ (Council of Europe 2001), as a reference tool for test devel-
opment along with the activities in the Manual. Work in progress on the 
linking project at the time of the 2007 Colloquium was restricted to a focus 
on the test at B2 level. The presenters commented on the considerable cost 
involved in undertaking such an alignment project, in terms of resources, 
time and enthusiasm, and they also emphasised the importance of embed-
ding the procedures within the core test development process, rather than 
seeing alignment as a one- off  activity or outcome for a test product. While 
broadly following the recommendations of the pilot Manual, procedures 
were implemented in a more iterative way than the linear approach implied 
in the draft version. The need for all staff  involved in the project to receive 
Familiarisation training was highlighted, and they also stressed the distinc-
tion between the procedures of standard setting and benchmarking, with 
the benchmarking stage introduced only at the end of the Standardisation 
phase as a natural conclusion at this point. Within these phases they noted 
the relative small spread that emerged in level assignment for the productive 
skills, where agreement between judges seemed easier to achieve, compared 
with a wider spread for reading and listening, where lower levels of consist-
ency were apparent. Associated with this, the defi nition of the ‘least able’ 
candidate was found to be important. They noted diff erentiation between 
internal and external judging groups, but also the tendency for exam stake-
holders to agree with internal ‘expert’ claims. Specifi c issues raised included 
how best to account for items and tasks that ‘don’t fi t’ the CEFR levels, as 
well as the operational constraints that exist for examining bodies and the 
nature of decision making processes involving experts. Since a key aim of 
the exercise had been the promotion of organisational change, the presenters 
off ered refl ections on practical, real- world factors that needed careful man-
agement, e.g. composition of the expert panel, i.e. an appropriate balance of 
insiders/outsiders, local and external; group dynamics; an impartial chair to 
arbitrate. Time needed to work through the procedures was also a practical 
issue though it was observed that less time was needed as the process went 
on and as participants became familiar with the approach. Final refl ections 
touched upon the nature of linking claims: How strong can claims be? Do 
only evidence- based claims have value? What constitutes evidence? Is the 
linking process like a computer game, where progression to the next level is 
only possible once a previous level has been achieved, i.e. must evidence for 
initial and earlier phases of the Manual procedures be demonstrated before 
progression to empirical studies? (See O’Sullivan in this volume.)

Hanan Khalifa, Angela ff rench and Angeliki Salamoura reported on a 
Cambridge ESOL case study to confi rm the alignment of the FCE examina-
tion with the CEFR’s B2 level, building upon the historical, conceptual and 
empirical links that already exist between Cambridge ESOL exams and the 
CEFR. They explained how the work in progress was contextualised within a 
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larger project to update features of the FCE exam in 2008. They also stressed 
the importance of embedding the Manual’s methodology into the core 
assessment processes for routine test production so as to assist international 
awarding bodies in their commitment to and maintenance of quality stand-
ards. Focusing upon the Familiarisation and Standardisation phases, they 
off ered refl ections on the eff ectiveness of the Manual’s procedures in relation 
to pre- , during and post- event activities for workshops involving a group of 
internal and external participants. Although FCE was the target level (B2) 
for consideration in the case study, the group was encouraged to take into 
account the adjacent levels, B1 and C1, so as to tease out the criterial fea-
tures at the level thresholds. Diff erent data collection methodologies were 
described, both qualitative and quantitative, and outcomes from the analy-
sis of participant feedback were briefl y touched upon. One conclusion from 
the exercise was that both Manual- based and supplementary activities were 
found to be valuable (see Khalifa, ff rench and Salamoura in this volume).

Plenary discussion following these two presentations revolved around the 
following issues:

• The potential for contextualising and embedding the Manual 
procedures for CEFR alignment in an institutional context (e.g. 
examining body), rather than regarding them as a one- off  exercise.

• The potentially non- linear, iterative nature of implementation of 
procedures.

• The strength of linking claims: Are only evidence- based claims of value? 
What sort of evidence – psychometric, cognitive, what else? When is 
there suffi  cient/insuffi  cient evidence? Who decides?

• The types of data collection that are possible/desirable; the types of 
follow- up analysis that are possible/advisable; their contribution to the 
evidence base.

• The role and value of feedback from participants in the process.
• How to extend the knowledge, skills and attitudes (KSA) to all those 

involved, e.g. a cascade model.
• The amount of time needed and the level of other resources required.
• The external validation process concerning linking claims – who does it, 

when and where?

Session 4 – summary of content and issues 
arising for plenary discussion
Session 4 began with a presentation from the test agency in Germany respon-
sible for producing TestDaF, the test of German as a foreign language. 
Gabriele Kecker and Thomas Eckes, from the TestDaF Institut, Hagen, 
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Germany, reported on using the Manual guidelines to run a series of work-
shops piloting the Familiarisation and Standardisation phases, including 
standard-setting and benchmarking studies, for all four sections of the test 
(two receptive and two productive papers) at the B2/C1 level. They made use 
of the Council of Europe supplementary materials, i.e. German reading and 
listening items on CD, adopting a modifi ed Angoff  approach for two rounds 
of judgement. Consensus, consistency and measurement approaches were 
used to evaluate rater agreement. Refl ecting on their experience, they noted 
the time- consuming nature of the standardisation and benchmarking phases 
and speculated on whether this could take the form of ‘homework’ rather 
than being done in the workshop session. They also recommended mention-
ing the CEFR grids in the Manual (see Kecker and Eckes in this volume).

The second presentation in this session was given by Brian North, member 
of the Manual’s Authoring Group, who updated Colloquium participants 
on the project to revise the Manual. He reported that valuable feedback had 
been received to date. The Manual was generally regarded as good way to 
review a test, and though the forms and checklists were sometimes felt to 
be onerous, they were seen as a useful mechanism for awareness- raising. 
The basic scheme of the Manual, with its current chapter outline, would be 
retained but some presentational changes were foreseen to increase the user- 
friendliness of the document. Further editing would be undertaken to achieve 
a more unitary style. There was a proposal to split the Standardisation train-
ing and the Standard- setting training and provide illustrative examples in 
Familiarisation. Wider coverage of standard-setting techniques was also 
anticipated. The recommendation that all stages, including external valida-
tion, needed to be covered would be strengthened. Outstanding issues still 
to be resolved concerned: (a) guidance on cross- language linking, involving 
multilingual development panels and cross- language benchmarking activi-
ties (such as those done for the Asset Languages Project); (b) guidance on 
standard-setting methods, particularly where ‘safe’ reference tests were not 
available.

Plenary discussion following these two presentations revolved around the 
following issues:

• the extent to which the various procedures (familiarisation, 
standardisation, etc.) have the desired outcome(s), and how this can be 
quantifi ed

• rater issues in judging procedures, e.g. rater dependence; the paradox 
of raters as ‘independent experts’ versus ‘scoring machines’, and the 
implications of excluding raters from analysis

• the need for more guidance on appropriate procedures and also 
appropriate interpretation, especially when diff erent procedures produce 
diff erent results
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• the need for more explicit justifi cation for certain procedures advocated 
in the Manual, e.g. form- fi lling for content analysis

• issues of practical feasibility and manageability, when multiple methods 
are off ered and/or advised; balancing recommendations to ‘do as much 
as you can’ against ‘do as much as you need to’; implications for external 
validation, and evaluators of the evidence available to underpin claims

• the challenges of undertaking cross- language linking research.

Session 5 – summary of content and issues 
arising for plenary discussion
Session 5 contained two presentations on further case studies conducted in 
the UK and the Netherlands, both with a strong multilingual dimension. Neil 
Jones, Karen Ashton and Tamsin Walker reported on use of the preliminary 
pilot Manual to align the suite of language profi ciency exams which make up 
Asset Languages, a 6- level assessment framework for 25 languages designed 
to be organically embedded within England’s National Languages Strategy 
launched in 2002. They stressed the signifi cant challenges of working with 
a multilingual assessment framework in a real- world project and described 
their use of the Manual as critical, selective and pragmatic for this reason. 
They reported fi nding the Familiarisation and Specifi cation stages useful 
together with some of the forms. The approach to standard setting in the 
Manual, however, was felt to be idiosyncratic and it was suggested this 
section might benefi t from greater reference to the wider literature in this 
area. Finally they highlighted issues of audience and purpose for the Manual 
(see Jones, Ashton and Walker in this volume).

Henk Kuijper and José Noijons, from the Dutch National Institute for 
Educational Measurement, Cito, described the background context and aims 
of a cross- foreign language linking project in association with the CEFR to 
achieve more comprehensive CEFR- related tests. The four Manual stages 
– Familiarisation, Specifi cation, Standardisation, and Empirical Validation 
– were followed as recommended in the document. The key forms used for 
the Specifi cation stage were A10 and A19, based upon Chapters 4 and 5 of 
the Manual, but these were supplemented with extensive use of the Dutch 
Grid. The presenters noted the absence of certain features in the scheme 
for describing certain tasks, and commented on the inadequate accounting 
for socio- linguistic, strategic and pragmatic competence. The high agree-
ment of judges from all walks of life in assigning tasks and items to levels 
was observed, though some task features raised cross- linguistic issues (see 
Noijons and Kuijper in this volume).

Plenary discussion following these two presentations revolved around the 
following issues:
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• the challenges of real- life application in a real- world context, especially 
in conditions of ‘patchiness’, i.e. when there is an incomplete matrix or 
insuffi  cient data

• the need to recognise the diff erence between applying the procedures in 
a new as opposed to an existing assessment framework

• the relationship between notions of overall language profi ciency 
level, and levels for individual skill areas (i.e. ‘fl at’ as opposed to 
‘spiky’/‘jagged’ profi les: should the Manual off er more advice on this 
issue?)

• task as determinant of level, relating once again to the importance of the 
reference tasks

• more guidance on task description for specifi cation purposes: should the 
Dutch Grid be incorporated into the Manual?

• the infl uence of cross- language variation on linguistic features
• insuffi  cient coverage within the descriptive scheme of sociolinguistic, 

strategic and pragmatic competence
• the setting of cut- scores and the issue of relating these to the CEFR, 

including the challenge of developing a clear and meaningful 
relationship between ‘pass’/‘fail’ reports and CEFR levels – how to 
align, and when, within national education systems

• the importance of distinguishing between notions of ‘equatedness’ and 
‘equivalence’ – causes of diff erentiation: is more explanation needed in 
the Manual?

Session 6 – summary of content and issues 
arising for plenary discussion
A fi nal case study, also with a multi- lingual focus, was presented in Session 6 
by Francesca Parizzi, of the Università per Stranieri di Perugia, Italy; Gilles 
Breton, of CIEP, France; and Michaela Perlmann- Balme, of the Goethe- 
Institut, Germany. The presenters reported fi rst on the process of producing 
the Council of Europe DVDs with exemplar oral performances at diff erent 
CEFR levels in French, Italian, German, and Portuguese, including issues 
concerning recording format and other technical matters. The second part 
of their presentation refl ected upon the various approaches adopted during 
the benchmarking conferences for the ratings and the formulation of the 
descriptors.

Plenary discussion following this presentation revolved around the 
 following issues:
• the value of practical guidance for conducting benchmarking studies, 

especially the sharing of reports on such studies, thus providing 
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guidelines to aid preparation and management by others undertaking 
similar exercises

• the diff ering backgrounds of the experts involved, and the potential 
impact of this: should some sort of ‘descriptive scheme’ be devised?

• the ‘plus’ levels of the CEFR framework: how to fi nd them? what is 
their function?

• selecting the CEFR scale(s): which one(s) to use? which to avoid?
• the nature of benchmarking samples: should they be test performances? 

or ‘natural/naturalistic’ samples?
• production challenges and the impact of interventions; identifi cation of 

a prototype, or a cluster of tasks/samples?
• is the aim to rate a person or a performance? the ‘coat- hanger’ concept 

versus task/context dependence

Conclusion
The Colloquium ended with a round- up session after lunch on the second 
day and some closing words from Johanna Panthier. It was generally agreed 
by the participants that the event had fulfi lled its original aim of providing 
a useful forum in which language testers from across Europe could refl ect 
together and share their experience of relating examinations to the CEFR. 
In addition, the open and vigorous exchange of views, and the positive and 
cooperative manner in which this was conducted during the Colloquium, 
modelled a welcome and refreshing alternative approach when compared 
with the unhelpfully iconoclastic attitude towards the CEFR that sometimes 
characterises academic debates in this area.
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The City & Guilds 
Communicator examination 
linking project: a brief overview 
with refl ections on the process

Barry O’Sullivan 
Roehampton University, London, UK

Abstract
This chapter presents an overview of the Communicator linking project, a 
joint project between City & Guilds of London (the examination developers) 
and the Centre for Language Assessment Research (CLARe), Roehampton 
University, London. The project, which has taken almost two years to 
complete, was designed to establish empirical evidence of a link between 
the examination and the Common European Framework of Reference for 
Languages (CEFR) level B2.

The project was designed to follow the linking methodology suggested in the 
draft Manual (Council of Europe 2003), though in reality the operationalisa-
tion of the suggested procedures meant that a number of changes were neces-
sitated. These changes, together with the main outcomes of the project are 
presented here along with refl ections on the whole process. While City & Guilds 
embarked on the project with the main aim of establishing a link between the 
Communicator and CEFR level B2, it quickly became clear that an unintended 
benefi t to participation in the project would reach beyond the Communicator 
itself. The lessons learned during the process have fed into the rest of the City 
& Guilds International ESOL suite and more recently into the broader organi-
sation. The embedding of the processes and systems developed for the project 
(including assessment training; CEFR familiarisation as well as inter-  and 
intra- organisational structures) has been the true ‘added value’ of the exercise.

Purpose and context of the project

Background
City & Guilds was established in 1878 and has a long history of assess-
ment of English for specifi c and more recently for general purposes. City & 

1
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Guilds’ ESOL examinations consist of two English profi ciency suites, each 
set at six diff erent levels. One suite is focused on speaking (Spoken ESOL), 
and the other on the other sub- skills (International ESOL, referred to here 
as IESOL). Development of the suite started in 2001 with the examinations 
launched in 2004. The decision was made early on in the development process 
to align the levels of the examinations with the levels of the CEFR.

Since the draft Manual for relating examinations to the CEFR (Council 
of Europe 2003) – henceforth referred to as the Manual – was not in exist-
ence during the development phase, the organisation embarked on a series 
of internal activities to ensure alignment to the external standards (the 
CEFR). However, with the publication of the Manual the logical step for the 
 organisation was to set up a formal linking project.

The awareness that a linking project would be resource intensive led to 
the decision to focus on aligning the most popular level in the examination 
suite, B2. This chapter therefore deals with the CEFR mapping project for 
the IESOL examination at ‘Communicator’ level (B2).

Goals
The project was initially intended to provide evidence in support of a link 
between the Communicator and the CEFR. With this in mind, the project 
planned to include all four stages described in the Manual (Council of 
Europe 2003).

City & Guilds was also keen that the project would contribute to the pro-
fessional development of its ESOL staff  and to the overall quality of its exam-
inations. With this in mind, the project described in this report is planned to 
be the fi rst in a series, the end result of which will be the linking of all exami-
nations in the IESOL suite to the relevant CEFR levels.

Relevance to national policy
All examinations in the IESOL and Spoken ESOL suites are accredited by 
the Qualifi cations & Curriculum Authority (QCA) in the United Kingdom, 
though the evidence they require of test level and quality is nothing like 
that expected in a Manual- driven linking project. The QCA is certainly 
aware of the importance of test level, and has joint- funded a project in 
which the levels in the CEFR were mapped to the levels in the National 
Qualifi cations Framework for England, Wales and Northern Ireland (West 
and Reeves 2003). However, limitations in the methodology of that project 
(links were established only through a comparison of descriptors) and in 
the whole approach to validation taken by the QCA calls into question the 
value of their accreditation of examinations in the UK. We can only hope 
that projects such as this will help raise the standards expected of tests in 
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general in the UK and of the organisations that develop and monitor these 
tests.

The Communicator examination
The Communicator is a comprehensive test of reading, writing and listening 
skills in English. It is taken by non- native speakers of English worldwide for 
a variety of purposes, including as a precursor to language or academic study 
and for those who require externally recognised certifi cation of their levels in 
English. For more information on the City & Guilds ESOL suite of exami-
nations visit their website at: www.cityandguilds.com/cps/rde/xchg/cgonline/
hs.xsl/3450.html

Reliability and validity evidence
The Communicator examination, like the other examinations in the IESOL 
suite, has been developed with direct reference to the CEFR and has used 
Weir’s (2005) validation frameworks as its theoretical basis. The main value 
in using the frameworks is that the notion of validity is integrated into the 
development model from the planning stages. New items and tasks are 
written based on item writer guidelines that have been developed from the 
specifi cations, thus establishing a link between the items and the CEFR from 
the beginning. In addition, all tasks and items are routinely trialled and ana-
lysed from qualitative and quantitative perspectives to ensure quality and 
appropriateness of level, while a posteriori analysis of all tasks and items is 
routine.

Project design

Scope
The Communicator linking project was designed to follow the methodology 
described in the Manual (Council of Europe 2003).

Participants
Table 1 outlines the participants and their role at each stage of the project.

The critical review
In order to establish that the examination was of high quality and accuracy 
(in terms of level) a critical review panel was established. The rationale for 
including this element in the linking process was that we wished to avoid 
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making any assumptions about the quality of the examination and felt that 
a critical review of all aspects of the examination would help the project. Test 
papers are typically written to refl ect a specifi cation, which itself is written to 
refl ect current thinking on the language and on validation theory. Unless the 
developers are aware of the need to constantly refl ect on the specifi cation, so 
that it is fi ne- tuned to refl ect changes in the language and in our understand-
ing of validity and validation over time, it can relatively quickly become 
dated. Since it is not uncommon for the paper to ‘slip’, or move away from the 
specifi cation in some way (e.g. task types can simply be copied or cloned with 
no regard for underlying assumptions regarding performance or the scoring 
system can drift, so that the critical boundary can shift up or down) there is 
a sort of double jeopardy here. It is unlikely that the changes in the test paper 
will happen to move with our understanding of the changes in the language 
and validity, so it is clear that the paper will become dated relatively quickly.

Most examination boards rely exclusively on internal quality assur-
ance systems to ensure that the impact of any slippage is minimised. This 
approach, however, is likely to be negatively aff ected by the fact that the 
very people who are charged with maintaining quality may have had some 
signifi cant input into the examination and will almost certainly have some 
loyalty to the organisation or brand. This can quite easily lead to compla-
cency, in that the organisation will argue that since the systems are in place 
the examinations must be satisfactory, even though the systems themselves 
may be suspect. It is vital, therefore, that the critical review panel should not 
just refl ect the opinions of internal stakeholders, but that it should include 
external experts who do not have any stake in the examination or the organi-
sation. This means that the outcomes from the panel discussions are likely to 
be impartial and objective.

On a more practical level, including such a stage will go a long way towards 
ensuring that the evidence emerging from the standardisation and validation 
stages of the project will support the linking argument rather than question 
the integrity of the examination. In other words, there is no point in even 

Table 1: Participants

Stage CLARe City & Guilds External

Critical Review 1 Chair 3 Panel 3 Panel
Familiarisation 2 Leaders

9 Group participants
Specifi cation 1 Form Completion 3 Form Completion 1 Reviewer
Standardisation 1 Judge 3 Judges 8 Judges

1 Judge 3 Judges 8 Judges
2 Judges 3 Judges 6 Judges

Validation 1 Planning and Delivery 3 Delivery Teachers (x13)
Learners (x330)
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starting on a linking project if you cannot be sure that the examination is of 
a high enough quality. We need unbiased evidence, hence the critical review.

The panel consisted of a Chair (from CLARe), three representatives 
from City & Guilds, including the chief examiner for Communicator, and 
three independent judges from outside both organisations. Participants had 
extensive experience with the CEFR and with assessment at the B2 level, 
while external panel members were also experienced teachers at the B2 level. 
Panel members were asked to review a set of Communicator tasks for all 
three papers and to make judgements in relation to overall level, appropri-
ateness and quality. The fi rst iteration of the review was carried out prior 
to the meeting, with each panel member given the test specifi cations and a 
set of tasks (up to three versions of every task in each paper) and asked to 
comment on how well these refl ected the demands of the specifi cations, on 
how appropriately the tasks (and the specifi cations) refl ected the target level 
(CEFR B2), and fi nally on the overall quality of the tasks (in terms of content 
and replicability). The data emerging from these comments was collated 
and analysed for emerging themes by the Chair and formed the basis of the 
 discussions and later judgements’ iterations during the critical review event.

The main outcome of the meeting was the recognition that the papers were 
likely to result in an overall level B2 performance. However, it was also felt 
that some minor changes to the specifi cations were required to ensure that 
the level could be more systematically achieved (i.e. to ensure that the tasks 
were more easily replicated in future test versions). Task versions, based on 
these recommendations, were re- specifi ed and trialled. Results from the trials 
indicated that the mean scores achieved by learners on the tasks were very 
similar to those achieved for the Council of Europe recommended tasks for 
B2 (the participants had been asked to respond to Communicator tasks as 
well as recommended tasks). Based on this evidence, we now felt confi dent 
that the linking process could proceed.

The Familiarisation stage
As previously stated, the IESOL examination suite was designed to align 
with the levels of the CEFR. Therefore, familiarisation activities were ini-
tially carried out during the examination’s development phase. These activi-
ties included: sorting the CEFR descriptors, self assessment of language 
levels and benchmarking samples of candidates’ writing to the CEFR levels. 
Feedback from the activities suggested that even with this degree of famil-
iarisation training, there was still some doubt about the true meaning of 
the levels, so it was decided to off er familiarisation training throughout the 
project. Some of the steps taken to increase the eff ectiveness of the familiari-
sation training by embedding it into staff  development and adapting it to the 
needs of the organisation included:
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• key stakeholders supplied with a copy of the CEFR in order to become 
familiar with the complete model

• familiarisation training carried out with City & Guilds staff  responsible 
for managing and administering the assessments – this allows the 
methodology and meta- language associated with the CEFR to permeate 
throughout the organisation by being constantly discussed, reiterated 
and embedded.

In addition, familiarisation is a:

• fi xed feature of item writer recruitment and development
• precursor to the item writer training sessions
• part of the regular examiner training sessions.

This model of familiarisation can be seen to incorporate three steps:

Communication  Ensuring that everyone involved in the process is speaking 
the same language by involving everyone in the training.

Documentation  The CEFR references were incorporated into the  materials, 
so there is constant referral back to CEFR levels.

Systematisation  Feedback loops – working to make sure that  familiarisation 
improves over time.

The Specifi cation stage
Before completing the forms, we decided to re- write the test specifi cations 
using Weir’s (2005) validation frameworks (O’Sullivan had demonstrated 
that this was feasible in projects such as QALSPELL 2004 and Exaver 
2008). The reason for this rewriting of the specifi cations was to ensure that 
there was a clearly described theory of validity and validation running right 
through the project. This approach was vindicated as the project progressed, 
as it allowed a clear and explicit link to emerge between the diff erent stages 
of the project.

The complete set of specifi cation forms was initially completed at City 
& Guilds by the senior members of the IESOL team, reviewed by CLARe 
staff  with a later discussion ensuring a consistent interpretation of what was 
required. This process was ongoing and iterative, with the specifi cation forms 
constantly revisited as the project proceeded.

While the Manual (Council of Europe 2003) suggests that it should be pos-
sible at this point to make claims based only on the test specifi cation, we feel 
that such claims are premature as the evidence gathered is based primarily 
on the developing institution’s vision of the test papers. We believe that the 
claims made at this point are suffi  ciently strong only to allow for  progression 
to the next stage.
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The Standardisation stage
Standard-setting methods
A modifi ed Angoff  method was used for the Listening and Reading papers 
(Cizek and Bunch 2007) as it is appropriate to the type of test and is the most 
widely used standard-setting method. Judges were asked to fi rst defi ne the 
least competent learner at B2 (for each skill area), and then to predict how 
such individuals would respond to each item. To bolster the reliability of 
these judgements, judges were asked to indicate their level of confi dence in 
each decision. For the Writing paper, a modifi ed Examinee- Paper Selection 
Method was used.

Training of judges
Since pre- rating familiarisation with tasks and criteria can have a signifi cant 
and positive impact on subsequent rating (Rethinasamy 2006), it was felt 
that all judges would benefi t from a re- familiarisation activity focusing on 
level B2 and the two adjoining levels (B1 and C1). This was completed in all 
cases prior to the standard-setting events themselves.

It also became clear that the judges benefi ted from their participation in 
the events, as analysis indicated that they were more confi dent and more con-
sistent as the project progressed. This suggests that we should also familiarise 
judges with the standard-setting methods we intend to use.

Standard-setting procedures
In order to demonstrate what we actually did, I will focus briefl y on the 
 procedure used for the listening (and reading) events.

Figure 1 off ers an overview of the procedure used for the Reading and 
Writing papers. A draft version of the minimally acceptable person (MAP; or 
least able candidate to be more politically correct) at CEFR B2 was included 
in the panel members’ package, which also included the re- familiarisation 
tasks, the sample tasks and the evaluation sheets. They were asked to con-
sider this before the standard-setting event as it was the fi rst item on the 
event’s agenda. Following discussion, a fi nal defi nition was agreed on. It 
should be noted that there is no defi nitive defi nition, as diff erent test contexts 
(diff erent learners, test purposes etc.) will make diff erent demands so each 
defi nition may vary slightly. In coming to this defi nition, the panel members 
are expected to internalise the critical boundary between those candidates 
who should be seen as just about at the level and those who have yet to reach 
the level. Once this has been achieved, the panel members work independ-
ently to decide whether the person they have just defi ned will answer each 
item correctly (giving a score of 1) or incorrectly (giving a score of 0). We 
also asked each person to indicate how certain they were of this judgement 
(1=low to 4=high). A quick multi- faceted Rasch (MFR) analysis of the 
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resulting data suggested a possible cut score (taking the mean fair average 
cut score for each of the panel members). We used MFR as it takes into con-
sideration the harshness and leniency of the judges, and we were also able to 
use their confi dence level as an intervening factor. However, for those who 
do not have expertise in using MFR, I would recommend that simple math-
ematical averages be used – these can be calculated in any spreadsheet pro-
gramme (e.g. Excel). Since we had data from 330 learners who had taken 
the same test version we based the activity on, we were then able to generate 
passing and failing numbers based on the initial cut scores. The data from 
these two exercises then formed the basis of the feedback to the panel and 
the resulting discussion. The second round of judgements that followed was 
analysed in the same way and in the discussion that followed the panel agreed 
on a cut score, believing that further iterations would be unlikely to result in 
any meaningful change to the recommendation.

In the subsequent linking projects (all of the remaining fi ve examinations 
in the ESOL series will have been linked to the CEFR by the time this volume 
has been published), we changed the system slightly, so that instead of asking 
the panel member to indicate their certainty, we asked them to again indicate 
whether the typical MAP would answer correctly (again 1) or incorrectly 
(again 0) and then to imagine 100 MAPs responding to each item. Now they 
were asked to indicate how many of these would answer each item correctly or 
incorrectly. In this procedure we used this second probability estimate to cal-
culate the indicative cut score for each individual panel member and then aver-
aged all of the panel members’ cut scores to come up with a recommendation.

For the writing event, we asked the judges to use the existing 
Communicator rating scale for B2 to award grades to a set of 14 task 

Panel

Each test item

Review

Feedback +
Discussion

Feedback + Discussion

Repeat process

Will these persons answer the item correctly?

What proportion of these persons will answer
this item correctly?

Identify ‘minimally acceptable’ persons

CUT SCORE

Figure 1: Overview of the modifi ed Angoff  procedure used
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performances. These tasks came from two sources (Communicator and the 
Council of Europe recommended tasks from Cambridge ESOL) and repre-
sented three levels (B1, B2 and C1). Judges were asked to use the three core 
levels of the B2 scale (1=a fail, 2=a pass, 3=a fi rst class pass), while adding 
a lower level (0=clearly below the level) and a higher level (4=clearly above 
level). The rationale behind this approach was to allow the judges to consider 
performances across the entire B2 level. Allowing for decisions beyond the 
level limits any topping-  or bottoming- off  eff ect in the resulting decisions.

Results of standard setting
The standard-setting events indicated that the cut scores for both Listening 
and Reading (set in relation to the CEFR level B2) and the level of the writing 
performances reviewed were reached in a reliable and consistent manner, 
while there was a high level of agreement among the judges (Table 2). 

A follow- on study will test the validity of the cut scores by comparing the 
grade decisions made as a result of these with teacher judgements of learner 
level. A large scale piloting of both teacher and self assessment (based on 
‘Can Do’ statements) has indicated that without training and familiarisation 
with the CEFR (for teachers) and self assessment (for learners) the exercise is 
unlikely to off er useful results.

The Empirical Validation stage
Due to limitations of space in this chapter, we must restrict ourselves to an 
overview of the main evidence gathered.

Brief overview of the validation evidence
Within the broad range of evidence amassed we included Cognitive, Context 
and Scoring aspects of validity which make up the core of the Weir (2005) 
frameworks. The evidence was structured in relation to the parameters 
in each of the above aspects of validity as described by Weir, and was pre-
sented as a series of tables, with arguments presented for all parameters. So, 
for example, when we looked at task purpose across the Listening paper, we 
were able to show that each task was attempting to assess a diff erent aspect 
of listening, thus adding to the construct representativeness of the paper. In 

Table 2: Judge agreement and consistency during standard setting

N Alpha ICC Mean Infi t St. Dev. Infi t

Writing  9 .976 .971 1.0 .2
Listening 11 .909 .910 1.0 .2
Reading 11 .850 .848 1.0 .1
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addition, we asked a group of learners (N=330) to respond to Communicator 
tasks and also to Council of Europe (CoE) exemplar tasks for level B2 
 (receptive skills).

Criterion- related evidence for Listening
Table 3 shows the results of a one- way ANOVA for the Listening data. We 
can see that there is no signifi cant diff erence between the Communicator 
tasks and the CoE exemplar tasks, while post- hoc analysis confi rmed that 
they were all within 1% of each other in terms of mean score achieved.

Criterion- related evidence for Reading
The results from the Reading data were similar to those for Listening. Table 
4 shows that there is again no signifi cant diff erence between the mean scores 
achieved across the three sets of tasks (one set from the Communicator paper, 
and two from the CoE). In this case the post- hoc analysis also indicated that 
there was no signifi cant diff erence across the tasks, indeed the greatest mean 
diff erence came to less than 2.5%.

We feel that the evidence presented in the above tables, particularly when 
taken with the rest of the validation evidence contained in the fi nal project 
report (O’Sullivan and Roberts 2008), allows us to make strong claims of 
a link between the Communicator Listening and Reading papers and the 
CEFR.

Scoring- related evidence for Listening and Reading
Table 5 summarises the data collected in support of the Scoring validity claim 
for Listening and Reading. These fi gures indicate that the  psychometric 
qualities of the test are satisfactory.

Table 3: One- way ANOVA (Listening)

Sum of Squares df Mean Square F Sig.

Between Groups .021   2 .010 .158 .854
Within Groups 64.527 987 .065
Total 64.548 989

Table 4: One- way ANOVA (Reading)

Sum of Squares df Mean Square F Sig.

Between Groups .088   4 .022 .469 .758
Within Groups 46.597 990 .047
Total 46.685 994
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Criterion- related evidence for Writing
As part of the standard-setting procedure, judges were asked to indicate 
the level of a set of scripts from City & Guilds and Cambridge ESOL (CoE 
exemplar scripts). The summary chart for the multi- faceted Rasch analysis 
(Linacre 1989) of the data from this activity indicates that the judges saw 
the tasks as representing clearly identifi able levels of achievement (Figure 
2).

Table 5: Scoring- related evidence for Listening and Reading

Parameter Listening Reading

Accuracy of the answer key Systematically checked on production of task, then again 
both pre-  and post- test administration

Item performance Ave. Item Facility=50.86
Ave. Item Disc.=0.36

Ave. Item Facility=48.84
Ave. Item Disc.=0.36

Internal consistency (a) 0.81 (Items=30) 0.77 (Items=30)
Standard error of 
 measurement

1.73
Candidates within 2 
points of the cut score will 
automatically have their 
scores reviewed

1.94
Candidates within 2 
points of the cut score will 
automatically have their 
scores reviewed

Marker reliability OMR is used to capture test scores – expected reliability 
is 99.98%

Figure 2: Summary chart for MFR analysis (Writing)
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Some of the interesting things to emerge were:
• A strong level of agreement between original scores and those of the 

judges.
• Some unexpected outcomes, e.g. Item 15C&GB1FP (high B1) was seen 

by the judges to be at level B2. As it was originally awarded a First Class 
Pass it may well belong at the higher level.

• The perception of the judges that the First Class Pass performances at 
B2 were clearly separate from the lower Pass level performances.

Scoring- related evidence for Writing
The information presented in Table 6 indicates that the rating system has 
been systematically devised with the CEFR in mind. The fi gures (intra- class 
correlation coeffi  cient and Cronbach’s Alpha) also indicate that the decisions 
made were both consistent and in agreement.

Refl ections on the use of the Manual

Quality assurance of the examination 
It became clear to the project team right from the beginning that no linking 
should take place until there was evidence of the quality of the examination. 

Table 6: Scoring- related evidence for Writing

Parameter Writing

Rating Scale Developed based on the descriptors at level B2.
That the scale is working well in that the grades awarded in the 
test were replicated in the trial, the probability curves from the 
MFR analysis indicate that the levels are consistent.

Rater Selection Guidelines mean that only individuals who are experienced and 
qualifi ed teachers at this level are eligible for selection.

Rater Training Training is undertaken with the CEFR in mind, and all training 
decisions are made based on the framework.

Rater Monitoring Raters are routinely monitored during the year to ensure they are 
on level. In addition rater agreement and intra- rater reliability are 
regularly measured.

Rater Agreement Intra- class correlation coeffi  cient − 0.971
Cronbach Alpha − .976

Rater Consistency Intra rater reliability is high, as evidenced by the fact that no 
raters in the project were found to be misfi tting.

Rating Conditions Guidelines are in place to ensure that raters perform their work 
under set conditions. These are systematically monitored.

Grading and Awarding Due to the on- demand nature of the test, this is not a feature 
of the examination that is easily operationalised. Cut scores are 
regularly monitored to ensure that results are fair. 
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It also became clear that asking individuals from within the developing 
organisation to undertake such a task without the benefi t of external exper-
tise would be problematic, as organisational ‘insiders’ will always have some 
degree of bias in their judgements due to them having a stake in the outcome 
of the linking process. The ‘external’ members made a major contribution to 
the discussion and fi nal decisions of the review panel.

Specifi cation
It is not easy to visualise the link between the specifi cation forms and the later 
validation of the examination, due to the fact that there is no explicit theo-
retical framework driving the linking process suggested in the Manual. As 
implied above, we felt strongly that any linking project must be seen from the 
broader perspective of validation. What we really needed to do was develop 
a validation argument with test level as a core element. In order to do this we 
fi rst required an explicit model of validity and validation. These two concepts 
are diff erent: the former refers to the theory of what validity is while the latter 
refers to the practicality of establishing evidence of validity. One major issue 
I had with the draft Manual (and now with the fi nal version of the Manual) 
is that its authors have ignored (or were unaware of) the need for such an 
underlying model.

We dealt with this issue by re- writing the specifi cations of the 
Communicator itself with a view to validation. As mentioned earlier in this 
chapter, we used Weir’s (2005) validation frameworks as a basis for this re- 
writing, and also as a basis for the presentation of the validity evidence in the 
fi nal stage of the project as they not only off er a strong theoretical perspec-
tive on validity, but also suggest a practical process by which evidence can 
be gathered. We are not arguing that this is the only way to approach the 
issue, but we feel strongly that a clearly stated theoretical rationale for the 
process is vital if we are to expect test developers across Europe and beyond 
to  allocate the considerable resources required of any linking project.

Standard setting
Perhaps the most vital issue to emerge from the standard-setting stage of the 
linking process was the make- up of the expert panel. While the Manual sug-
gests a group of at least 15 members, we felt it more important to focus on the 
quality of the members (in terms of their expertise in assessment and in their 
knowledge of the CEFR levels) rather than on the number. We also felt that 
the lessons learned from the Critical Review stage of the process suggested 
that a panel comprised of a number of truly expert ‘external’ members, would 
add a great deal of value to any decisions taken during the project as a whole, 
and would add to the strength of any claims made.
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The use of Council of Europe recommended tasks as exemplifi cations of 
CEFR level proved very useful, both in the earlier stages of the project when 
we were critically evaluating the Communicator, and at the standardisation 
and later validation stages. This was particularly true of the Writing paper, 
when we were able to compare the judgements made in relation to a number 
of Cambridge ESOL scripts at levels B1, B2 and C1.

One problem we had was that the level had to be based on a single exem-
plar. This meant that only one point within the level could be addressed and 
limited our ability to appreciate the broad range of ability represented. We are 
hopeful that one of the outcomes of the projects presented in this volume will 
be the broadening of our knowledge of the B2 and other CEFR levels through 
the submission of additional exemplars by the various groups involved. One 
example of how this might be of benefi t is in defi ning the breadth of the level. 
For example, we saw above that the Communicator B2 level scripts awarded 
a First Class Pass bunch together, apparently at the upper boundary of the 
level, while the other B2 level tasks (from Communicator and Cambridge 
ESOL) bunch together at the lower end of the level. Further research into 
this phenomenon based on linking projects undertaken across Europe will be 
needed to confi rm (or reject) our interpretation of what is happening.

Empirical validation
It was clear to the project group that the suggestion in the Manual that vali-
dation should focus on internal and external evidence of the psychometric 
qualities of a test being linked to the CEFR is both retrogressive (adapting 
as it does an outdated understanding of validation) and limiting (in that it 
does not demand the type of validation evidence expected of a modern test). 
Our solution was to use a set of established validation frameworks (Weir 
2005) to link the specifi cation of the examination to the later validation stage, 
and to base the validation evidence on the parameters suggested in these 
frameworks.

We found that using the frameworks allowed us to present a more coherent 
overview of the validation evidence for the Communicator while still consider-
ing the psychometric qualities of the examination. This again suggests to us 
that any revision of the Manual should carefully consider the theoretical model 
or models of validation which we should use to support our linking projects.

Limitations and future work
Like any project, this one was not without its limitations. Pressure of time 
and resources limited the number of participants in the validation project, 
though the population was suffi  ciently large to make strong claims of level 
and quality.
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Some readers might feel that the relatively small size of the expert panels 
will limit their value. We take a very diff erent perspective. We feel that 
the large panels put in place by some other examination boards for their 
 standard-setting events add little to the quality of their decisions. Our smaller 
panel of truly expert judges from inside and outside City & Guilds strength-
ened the claims we were able to make and also means that these claims are 
more likely to achieve a broader recognition than would be the case had the 
panel been comprised only of insiders or of a large group of judges whose 
‘expertise’ is questionable.

Impact

For the Communicator examination
We feel that the process of linking the Communicator examination to the 
CEFR has resulted in systematic and sustainable improvements to the test 
and to the system that supports the test.

It is clear to us that the process has resulted in a test that is more clearly at 
level, is sound from internal and external psychometric perspectives, is more 
replicable and of a higher quality. However, that is not all. The systems that 
support the examination have also been systematically improved and more 
explicitly linked to the CEFR.

For City & Guilds
This is just the beginning of the process. The decision has already been made 
to extend this project to include all examinations in the Spoken ESOL and 
IESOL suites. Preliminary work has already begun to ensure that the quality 
of the Communicator can be replicated across the suite. In fact, the whole 
process has had an impact on the organisation beyond the ESOL division. 
The expertise gained in participating in this project has strengthened the 
organisation in relation to its routine use of test item and task analysis (e.g. 
extending the use of Item Response Theory − IRT), its understanding of test 
quality and level, and perhaps more importantly to a renewed commitment 
to embed the lessons learned not only in the ESOL division but across the 
organisation. This notion of the embedding of quality assurance systems is, 
we feel, perhaps the greatest single contribution the drive to implement the 
CEFR and the Manual have had to date. We also feel that the understanding 
of test level as part of test validation has also grown signifi cantly as a result of 
projects such as this, and other projects reported in this volume.

For the CEFR linking Manual
The experience we have had in delivering this project suggests an amend-
ment to the linking model; see Figure 3. In this model, Familiarisation is 
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an essential element of all stages of the process, though this familiarisation 
should extend beyond the CEFR to a familiarisation with the methodology 
employed at all stages.

We also feel that the notion of continuous evaluation of progress through-
out the linking process should be stressed. Even when the critical review has 
been completed and any changes that are recommended from this review are 
in place, we should evaluate the process and the product of the review. It 
is only when we feel that there is enough evidence to suggest that the test is 
acceptable in terms of quality and level, that we should contemplate a move 
to the Specifi cation stage.

Like the Critical Review stage, we suggest that the specifi cation forms 
should be critically evaluated on completion and only when the linking insti-
tution is satisfi ed that the specifi cation forms are an accurate refl ection of the 
test and its supporting systems should the decision be made to move on to 
the Standardisation stage. If there are issues found at this stage we should 
return to the Critical Review stage to identify exactly what the problem or 
problems might be. In fact, we found that we were re- evaluating the speci-
fi cation forms right to the end of the project. The same process of continu-
ous review should be carried out during the Standardisation and Validation 
stages.

This constant refl ection and evaluation means that the process is far from 
linear. Instead, we should be constantly considering how the fi ndings of the 
project impact on the test and visa versa. Therefore, by the time we reach the 
end of the process, we can be quite certain that the test we have attempted to 
link to the CEFR is not only linked, but that the link is meaningful.

FAMILIARISATION

SPECIFICATIONCritical Review of
Examination

Evaluation

Basis of
progression to

Linking

Basis of
progression to

Standardisation

Basis of
progression to

Validation

Claim on basis of
empirical evidence
and evidence from

earlier phases

Evaluation Evaluation Evaluation

STANDARDISATION VALIDATION

Figure 3: Alternative model for linking a test to the CEFR
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Concluding comments
We are not unhappy with the Manual. If we felt that it was not appropriate 
we would not have embarked on such a major project in which the methodol-
ogy adapted was so closely based on the procedures suggested there. While 
we feel that both the draft and the fi nal version are in need of improvement, 
we would also like to stress the tremendous value to our two organisations 
(City & Guilds and CLARe) that this project has brought.
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Putting the Manual to the test: 
the TestDaF−CEFR linking 
project

Gabriele Kecker and Thomas Eckes 
TestDaF Institute, Hagen, Germany

Abstract
The TestDaF Institute has taken part in the piloting of the Council of Europe’s 
(2003) Manual based on the methodological steps outlined in the preliminary 
pilot version: familiarisation, specifi cation, standardisation, and empirical 
validation. To examine the relation between the TestDaF (Test of German as 
a Foreign Language) and the Common European Framework of Reference 
for Languages (CEFR) levels, we conducted a series of studies encompassing 
all four sections of the test, following each of the four inter- related steps of 
the Manual approach. In the standardisation phase, we applied the Basket 
procedure (Kaftandjieva 2009:21) derived from the Angoff  method and the 
benchmarking method as described in the Manual. We looked at inter- rater 
reliability employing consensus, consistency, and measurement approaches. 
Regarding empirical validation, the German section of DIALANG served 
as an external criterion measure for the receptive skills data. For validating 
the data on productive skills, we collected teacher judgements. Findings have 
implications for the Manual- based CEFR linking process in general, and for 
each of the methodological steps outlined in the Manual, in particular.

Introduction
The aim of the Manual Relating Language Examinations to the Common 
European Framework of Reference for Languages: Learning, Teaching, 
Assessment (CEF) made available by the Council of Europe (CoE) is to 
provide a sound methodology allowing testing institutions and researchers 
to link their assessment instruments to the CEFR. Testing agencies like the 
TestDaF Institute were invited to participate in the piloting process of the 
preliminary pilot version of the Manual (CoE 2003).

In the following section we will fi rst describe the national context of the 
examination TestDaF (Test Deutsch als Fremdsprache − Test of German as a 
Foreign Language) and the reasons why the TestDaF Institute participated 
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in the piloting process of the Manual. Then we give a brief overview of the 
examination content and its rationale. The third section provides an outline 
of the methodology applied in the linking study, and the fourth section 
focuses on the procedures followed showing which parts of the Manual were 
used and where amendments were made. In the last two sections, we present 
the results, and summarise and discuss our fi ndings as well as the problems 
encountered in applying the Manual methodology.

Purpose and context of the linking project
The TestDaF Institute was founded in 2001 in order to administer the 
TestDaF, a high- stakes test offi  cially recognised as a language entry exam for 
students from abroad. Examinees who have achieved at least TDN 4 in each 
of the test’s four sections (TDN is short for TestDaF- Niveaustufe, TestDaF 
level) are eligible for admission to a German institution of higher education 
(Eckes, Ellis, Kalnberzina, Pižorn, Springer, Szollás, and Tsagari 2005). The 
TestDaF is to allow foreign applicants to prove their knowledge of German 
while still in their home country. The TestDaF Institute was founded to cen-
trally construct and evaluate TestDaF tasks and items and to score TestDaF 
examinee performance.

During the test development phase, the TestDaF was linked indirectly to 
the CEFR scales using anchor items of the Association of Language Testers 
in Europe (ALTE) which had been calibrated previously to the ALTE scales. 
Due to the fact that the ALTE scales were correlated subsequently with the 
CEFR scales (Jones 2002), the TestDaF levels TDN 3, 4 and 5 were linked 
indirectly to the CEFR scales from Lower Vantage Level (B2.1) to Higher 
Eff ective Operational Profi ciency (C1.2). Although the indirect linkage to the 
CEFR levels turned out to be an acceptable starting point, the linkage of this 
high- stakes test required a broader empirical basis and more direct approach. 
The Council of Europe’s Manual and methodological approach to relate 
language examinations to the CEFR provided a suitable framework to put 
this project into practice. We decided to apply the methodology of the four 
inter- related steps (familiarisation, specifi cation, standardisation, empirical 
validation) outlined in the Manual with regard to the following objectives:

• piloting the four methodological steps as outlined in the Manual (CoE 
2003)

• validating the linkage claim of the TestDaF to the CEFR (levels B2 and 
C1) through an empirical approach; that is, we were interested in the 
boundaries of the lower (below B2) and upper cut score (above C1)

• linking each of the four TestDaF subtests to the CEFR; that is, two 
subtests measuring receptive skills (reading, listening) and two subtests 
measuring productive skills (writing, speaking).
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Background to the TestDaF
Since 2001, the TestDaF has been administered worldwide in about 400 test 
centres in nearly 80 countries. The number of test administrations per year 
increased from two exams in 2001 to nine exams in 2007 (including three 
separate exams in the People’s Republic of China). Up to the end of 2009, 
more than 96,000 candidates took this examination, about half of them in 
Germany. Countries of origin like the People’s Republic of China, Russia, 
Bulgaria, Turkey, Poland and Ukraine represent the main focus of the can-
didature. Recently, the number of candidates from South Korea and Japan 
has risen sharply.

Since the TestDaF measures language ability required for beginning 
study at an institution of higher education in Germany, content and tasks are 
closely related to academic, scientifi c, and study- relevant topics.

The TestDaF measures reading, listening, writing, and speaking in sepa-
rate sections. In the reading and listening sections, examinees have to prove 
their ability to understand and respond adequately to texts relevant to aca-
demic life presented in writing or orally, respectively. Various types of tasks 
and items are used, including a matching task, multiple- choice questions, 
and forced- choice items of the type ‘yes/no/no relevant information in the 
text’ for reading, and short- answer and true/false questions for listening. The 
writing section is designed to assess an examinee’s ability to produce a coher-
ent and well- structured text on a given topic taken from an academic context 
including description of statistical data and argumentation. Similarly, the 
speaking section taps an examinee’s ability to communicate appropriately 
in typical situations of university life; its format is based on the Simulated 
Oral Profi ciency Interview (SOPI; see Kenyon 2000), and the candidates’ 
responses are recorded on tape or CD. For more detailed descriptions of the 
test format see www.testdaf.de; see also Althaus (2004) and Grotjahn (2004).

Examinee profi ciency is represented in terms of TDN levels: TDN 3, 
TDN 4, or TDN 5. There is no diff erentiation of language profi ciency below 
TDN 3. An offi  cial certifi cate, issued by the TestDaF Institute, documents an 
applicant’s profi ciency level attained in each language skill.

Project design
As already stated, we decided to apply all four methodological steps of the 
CoE’s Manual to each of the four sections of the TestDaF in order to collect 
suffi  cient data for the linking process. Relying only on specifi cation is consid-
ered as a ‘minimum standard’ of the linking procedure in the Manual (CoE 
2003:29). It is a descriptive approach that provides a content analysis of the 
test but is not meant to generate the data needed to know whether the can-
didates’ ability is at the intended level of the test. Hence, a standard- setting 
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procedure is called for. Finally, external validation is required to support the 
conclusions drawn from the previous methodological steps.

Familiarisation
The Manual stated in several places (CoE 2003:6, 25) that familiarisation 
with the CEFR and the relevant scales represented a precondition for any 
linking procedure. This applies for the staff  members of the testing institu-
tion involved in the linking process as well as for the invited experts or judges 
of the standardisation procedure. TestDaF staff  members were to be trained 
before the start of the specifi cation and standardisation phases in order to 
acquire an in- depth knowledge of the CEFR concept and scales and to har-
monise their understanding of the underlying profi ciency. Experts invited to 
the standard-setting and benchmarking workshops of the standardisation 
phase should receive training at the beginning of their workshops or shortly 
before. The Manual provides a broad range of training material for both 
groups.

Information about the experts’ level of satisfaction with their training in 
applying the CEFR scales represents an important element of validity evi-
dence in the linking process. An evaluation questionnaire for the experts 
provides an appropriate instrument to get the desired information (see 
Hambleton 2001). Data on the experts’ consistency and reliability during the 
standardisation workshops were planned to be collected in the standardisa-
tion phase and will provide an additional basis to judge the success of the 
familiarisation.

Table 1: Timetable of the TestDaF linking project

Methodological 
steps

Linking procedures

1. Familiarisation • Work groups of internal staff  members 2004/2005
•  Experts/judges during standardisation workshops 2005/2006

2. Specifi cation Work group sessions of internal staff  members 2005
3.  Standardisation 

of Judgements
•  Preliminary standard- setting workshop for receptive skills 

06/2005 (10 judges)
•  Benchmarking workshop for written production in 02/2006 

(14 judges)
•  Standard- setting workshop for receptive skills 

05/2006 (15 judges)
•  Benchmarking workshop for spoken production 

10/2006 (12 judges)
4.  Empirical 

Validation
Examination April 2008
Correlation with external criteria: 
a) DIALANG
b) Teacher judgements of candidates who took the TestDaF
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Specifi cation of the examination content
According to the Manual approach, the specifi cation of the examination 
content included two parts: providing evidence of internal validity, and pro-
viding evidence of external validity of the examination through a descriptive 
method. The fi rst part (evidence of internal validity) is a precondition for the 
whole linking process, since only testing instruments of good quality and 
equivalent level across diff erent test versions can be linked to a scale (Takala 
2007). Internal validation procedures described in the Manual in Chapter 6 
on empirical validation, will be treated in this study in ‘Specifi cation’. For the 
analysis of psychometric test quality, classical test theory and item response 
theory were used (Eckes 2008a). In addition, several qualitative methods 
were also applied: real- time verbal reports (Arras 2007), task characteristic 
 frameworks, as well as feedback questionnaires for examiners and candidates.

The second part, which focuses on external validity, is the fi rst step of 
the linking procedure and results in a content analysis of the examination 
in terms of the CEFR (forms A9 to A22 of the Manual). At the TestDaF 
Institute, this qualitative approach was adopted and amended by incorpo-
rating the CEFR Grids for the analysis of test tasks in the process (see CoE 
website1, retrieved 10 July 2008). The grids allowed a more precise analysis of 
linguistic and cognitive complexity of tasks, items and texts and thus facili-
tated the classifi cation of diffi  culty and the linking to the scales. The follow-
ing procedure was fi rst applied by the project co- ordinator and in a second 
phase verifi ed by three additional staff  members responsible for the test 
development in the diff erent test sections: (a) selection of the CEFR scales 
appropriate for the TestDaF, (b) analysis of the test tasks and items with the 
CEFR Grids, (c) selection of the suitable descriptors in the diff erent CEFR 
scales, (d) justifi cation of level assignment.

Standardisation of judgements
Concerning standard setting in the receptive skills, the Manual proposed a 
modifi cation of the Yes/No variant of the Angoff  method which had also 
been used in the DIALANG project (CoE 2003:91) and is known as the 
Basket procedure (Kaftandjieva 2009:21). Unlike the Yes/No variant of the 
Angoff  method as described, for example, in Impara and Plake (1997) and 
Cizek (2006), this method does not use the concept of an imaginary bor-
derline person, but of an imaginary profi cient person. This has proved to 
be easier for experts (Alderson 2005:70). Another advantage of the present 
method is the possibility to integrate feedback data for the experts and conse-
quently have several rounds of judgements and discussion (Cizek and Bunch 
2007:84). Additionally, the Angoff  method is based on an analytic model of 
achievement and therefore fi ts the test format in TestDaF sections of reading 
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and listening, which consists of dichotomously scored items aggregated to a 
total score per skill (Kane 2001). Short- answer questions are rated using a 
mark scheme and therefore allow dichotomous scoring as well.

The Basket method was applied to the TestDaF standard- setting proce-
dure for the receptive skills using the following format: judgement training 
with standardised items in German including individual assessment and dis-
cussion, feedback on the outcome of rating, and normative data (item statis-
tics); judgement process with individual assessment of local TestDaF items; 
no other data was provided. Adjustments of judgements were made when 
necessary, that is, in case of inconsistency. The decision rule for the cut- score 
establishment was based on the number of items correctly answered by a 
person on a specifi c level. We decided to check the methodological approach 
in a preliminary workshop (see Table 1) and  modifi ed the applied procedures 
according to our experiences.

In the Manual, the method of benchmarking was described briefl y in 
Chapter 5.6 as a method of standardisation for productive skills. Other 
methods for the standard setting of constructed response items are discussed 
by Kaftandjieva (2004) and were applied and described in previous research 
(e.g., Cizek 2001, 2006, Hambleton and Pitoniak 2006). For reasons of prac-
ticability, we decided to pilot the benchmarking approach of the Manual in 
a modifi ed variant and not to choose, for example, the Contrasting Groups 
method or the Borderline Group method. The following approach of 
the Manual benchmarking method was adopted for TestDaF tasks in the 
productive skills: judgement training in benchmarking with standardised 
performance samples in German including individual assessment and discus-
sion, feedback on the outcome of rating, and normative data (CEFR level); 
judgement process with individual assessment of local TestDaF samples; no 
other data provided, no discussion allowed; adjustments of judgements if 
necessary.

In contrast to the Manual that suggested a plenary discussion both for 
training and for actual benchmarking (CoE 2003, Table 5.6, page 81 and 
Chapter 5.6, page 88), we focused on individual assessments without dis-
cussion, since we were interested in independent judgements of the experts 
on our TestDaF performance samples. This decision was strengthened 
by the ambition to avoid confl icts of interest for the testing institution, 
the latter being possibly tempted to infl uence experts in discussions (Linn 
2003:8).

The selection of experts or judges for the standardisation workshops is 
regarded as a crucial aspect of the standardisation process (Cizek and Bunch 
2007, Hambleton and Pitoniak 2006, Kane 2001). We followed two main 
points which Raymond and Reid (2001:154) considered as a ‘common- sense’ 
version of their more extensive guidelines for the selection of experts: (a) they 
should be familiar with the examinee population and with the subject matter 
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concerned; (b) they should represent all relevant stakeholders. Prior research 
and practice suggested that a number of 10 to 15 experts per panel repre-
sented a sound basis in order to get reliable data for the validation process 
(Raymond and Reid 2001). This suggestion guided our standard- setting and 
benchmarking workshops (see Table 1).

Empirical validation
Following the methodological steps outlined in Chapter 6 of the Manual, 
there are two basic ways to use external criterion measures: (a) correlation of 
TestDaF results with teacher judgements on the same group of examinees, 
and (b) correlation of TestDaF results with results of an identical group of 
examinees taking a similar B2/C1 test (of course, such a test would need to be 
calibrated to the CEFR).

We decided to apply both methods considering the fact that there was 
no calibrated German achievement or profi ciency test available at that time 
which had undergone a similar linking procedure as described in the Manual 
and which entirely covered the four sections of the TestDaF and the relevant 
CEFR levels B2 and C1. On the other hand, it was not advisable to focus 
on teacher judgements alone, in the light of limited opportunities for world-
wide teacher training and time constraints when requiring judgements from 
 teachers in four diff erent skills.

We selected DIALANG (German version) as a criterion test. DIALANG 
was developed between 1996 and 2004 with fi nancial support from the 
European Commission. It was calibrated to the CEFR and had undergone 
standard- setting procedures (Alderson 2005:6–78). The correlation of a 
computer- based online test designed for self- assessment purposes with an 
academic purpose profi ciency test like TestDaF certainly had feasibility con-
straints because it used a diff erent medium and had no time restrictions for 
candidates working on a task. However, the comparison of the constructs 
measured in DIALANG and in TestDaF showed that the two receptive skills 
seemed to be suffi  ciently similar in their aspects of reading and listening com-
petence. The constructs of the Written Production skill in the two tests over-
lapped only slightly due to the fact the TestDaF measures text production 
in a direct performance test (constructed- response task) and DIALANG 
addresses a more indirect writing competence (selected- response items 
and short- answer questions). Since DIALANG does not measure Spoken 
Production, the correlation TestDaF– DIALANG was limited to the recep-
tive skills and had to be complemented by other criteria for the productive 
skills.

For writing and speaking, judgements of teachers working at licensed test 
centres of the TestDaF Institute, and preparing future TestDaF candidates 
for the examination, were employed as criterion measures. The teachers’ 
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personal knowledge of the candidates over a longer period of time (at least 
two weeks) enabled them to assign the assumed level of profi ciency to the 
CEFR scales (Schneider and North 2000). Restricting the sample of candi-
dates to those who could be considered as prototypes of a particular CEFR 
level (i.e., as the most representative learners at a given level), helped to ensure 
a suffi  ciently high reliability of the judgements (Eckes 2010). In our case, this 
seemed particularly important in the light of lacking training  opportunities 
for teachers abroad, as required by Schneider and North (2000).

Procedures

Familiarisation
Staff  members of the TestDaF Institute participated in the familiarisation 
phase at the end of 2004 and in the beginning of 2005 before the start of the 
specifi cation and standardisation phases. Familiarisation of the experts 
involved in the standardisation phase took place during the workshops 
organised by the TestDaF Institute (Table 1).

In the preliminary workshop the experts had 1.5 hours to familiarise them-
selves with the CEFR concept and the CEFR scales using exercises and mate-
rial of the Manual, Chapter 3 (CoE 2003:26−27). At the end of the workshop, 
they fi lled in a questionnaire that aimed to evaluate the diff erent phases of the 
workshop. Based on the obtained data, the following aspects of the familiari-
sation phase posed some diffi  culties: (a) lack of time for familiarisation with 
CEFR and CEFR Grid; (b) too many scales; in particular, those not applied 
during the actual standard setting (self- assessment grids of DIALANG and 
European Language Portfolio) should be left out for training.

In response to these results, the following workshops in 2006 were 
extended to 2.5 days instead of 2 days. The fi rst half day was designated 
for familiarisation with the CEFR (2 hours 15 minutes) and partly for the 
 application of the diff erent CEFR Grids.

Specifi cation
Internal validity
Data on the TestDaF quality assurance process, in particular concerning the 
test development process and the item analysis procedures are described in 
detail elsewhere (Eckes 2008a). In addition, procedures such as the following 
were set in place for purposes of validating the TestDaF construct: question-
naires for candidates judging the diffi  culty and appropriateness of the test; 
DIF analysis related to candidate gender; research on rater types and rater 
eff ects (Eckes 2005, 2008b, 2009b); validation studies on retest reliability.
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External validity
For the content analysis in terms of the CEFR we used the relevant forms of 
the Manual corresponding to the test format (forms A9−A22, see CoE 2003), 
the CEFR overall scales for each skill, and the CEFR scales listed in Table 2, 
which fi t to the construct of the test tasks.

Problems
The description of the TestDaF tasks in terms of CEFR descriptors faced the 
following problems:
• not all descriptors of a single selected CEFR scale level fi t to the 

TestDaF task under scrutiny
• several CEFR scales had to be consulted for the assignment of a 

single TestDaF task (Reading and Listening Comprehension, Written 
Production)

• certain parts of the descriptors were not applicable or observable, for 
example, in a Listening Comprehension test: ‘. . . but may fi nd it diffi  cult 
to participate eff ectively in discussion with native speakers who do not 
modify their language in any way’ (CoE 2001:66, scale Understanding 
conversation between native speakers)

• single elements of the TestDaF tasks in Written and Spoken Production 
were not described in CEFR scales (e.g., to describe statistical data in a 
graph).

Standardisation of judgements
The standardisation of judgements was organised with external judges or 
experts in several workshops (Table 1). Each workshop took place over 

Table 2: CEFR scales used for specifi cation

CEFR scales for receptive skills CEFR scales for productive skills

Reading Comprehension Written Production
Reading for Orientation
Reading for Information and Argument
Identifying Cues and Inferring

Reports and Essays

Listening Comprehension Spoken Production
Understanding Conversation between 
Native Speakers
Listening as a Member of a Live 
Audience
Note- Taking
Identifying Cues and Inferring

Addressing Audiences
Sustained Monologue (describing experience)
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2.5 days, except the preliminary workshop, where the methodology and 
the procedures had been tried out. For each workshop, between 10 and 15 
participants were invited. The invited experts represented three groups: (a) 
language teachers at universities or exam centres with more than fi ve years 
of experience in teaching the target group, (b) TestDaF item writers and/or 
raters with at least three years of experience, and (c) test developers from our 
own and other testing institutions.

Judgement procedure for standard setting
The two receptive skills followed the same overall design. Experts were 
asked to respond to the listening or reading tasks themselves and then to 
consult the key and check their answers. They received one booklet with 
items for training (CoE 2005) and a second one for the standard setting 
of TestDaF items (a complete subtest for listening from Modellsatz 02, 
TestDaF Institute 2005a, live test administered with 1,877 examinees in 
2004, Cronbach’s Alpha=.81; and a complete subtest for reading, modifi ed 
sample test Musterprüfung 1, TestDaF Institute 2005b, test administered 
worldwide in 2001 and again 2003 in China with a total of 620 examinees, 
Cronbach’s Alpha=.86).

To estimate item diffi  culty, the relevant CEFR Grid in German transla-
tion was briefl y discussed. Then, experts had to assign the items to a CEFR 
level (six levels and three plus levels) while considering the relevant CEFR 
scales for reading or listening. They had to answer the following question: 
‘At what CEFR- level can a test taker already answer the following items 
correctly?’ During training, judges were asked to note their fi rst individual 
assignment on an extra rating form which was collected to provide them with 
feedback on their rating (Excel graph) before group discussion. The fi nal 
decision about the level assignment had to be written down after discussion 
on the rating form B5 of the Manual. Feedback on item performance was 
given after the fi nal rating (facility, point- biserial correlation, number of 
test takers). This procedure guaranteed that any modifi cation of the rating 
before and after the group discussion became evident. Expert ratings were 
 completed in an anonymous fashion.

Judgement procedure for benchmarking
The judgement procedure during training followed the diff erent steps 
depicted in the rating form B5 and integrated feedback and discussion: fi rst 
global impression of the performance, followed by a feedback on the rating 
in plenary (Excel graph), discussion, followed by analytic rating taking into 
account the diff erent categories of performance, followed by another discus-
sion and a fi nal rating. Feedback on the performance level and discussion 
fi nished the sequence. Decision making for the local performance samples 
followed the same steps, yet without discussion or feedback.
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Problems
Throughout the entire procedure, we observed the following problems that 
might have infl uenced the results:
• The use of the CEFR Grid2 for the analysis of reading and listening 

tasks and items in English caused time constraints in our preliminary 
workshop. Therefore, the time schedule of all our subsequent 
workshops had to be adjusted, and the CEFR Grids translated into 
German and sent out to the experts before the start of the workshop. 
Nevertheless, experts found it diffi  cult to come to a judgement about 
an item level using both the relevant CEFR scale and the CEFR Grid. 
Not all categories of the grid3 seemed to be appropriate to guide them 
to a judgement about the relevant CEFR level. In the standard- setting 
workshop in 2006, experts were asked instead to consider the CEFR 
scales fi rst and to consult the grid only optionally.

• The choice of the standardised CoE performance samples available at 
the CoE website and used for training in Written Production was limited 
in number (only seven samples) and format (mostly letter format). The 
selected samples had a high level of correctness, and the experts located 
some samples at the higher end of the respective CEFR levels (C1 and 
C2 samples) or even above the intended level (A2 sample). Compared 
to these samples, local performance samples of the TestDaF exam were 
likely to be rated exceedingly low. Moreover, it proved to be rather 
demanding for the experts to compare training samples to TestDaF 
samples, as the TestDaF task required diff erent cognitive processes 
(‘synthesise information and arguments from a number of sources’, 
B2 on the Reports and Essays scale; description of statistical data in a 
graph).

• The same problem occurred during the workshop for Spoken 
Production. Here, the standardised training samples were chosen 
from samples rated by international experts during the ‘Seminar to 
calibrate spoken performance samples to the CEFR’ held by the 
Goethe-Institut in Munich in October 2005 (Bolton, Glaboniat, Lorenz, 
Perlmann- Balme and Steiner 2008). On the whole, seven samples were 
selected, showing a good degree of consensus during the seminar and 
covering the range of six CEFR levels. Only the video sequences of oral 
production were selected; interaction sequences were only presented in 
cases of doubt. The videos were not shown in the workshop, only the 
sound was presented.

• The training samples all consisted of three tasks: a short introduction of 
the candidate herself, a presentation task, and an interaction task with 
two candidates, whereas in the TestDaF section of Spoken Production 
candidates had to deal with seven tasks for production (SOPI). Two 
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TestDaF tasks called for description and summary of statistical data in 
a graph and expression of a hypothesis; these language functions were 
not incorporated in the standardised training samples.

Empirical validation

DIALANG
A representative sample of TestDaF examinees was selected on a voluntary 
basis: a total of 147 TestDaF examinees participated (54.8% European, 
45.2% non- European; 40.4% male, 59.6% female; 87.7% of the examinees 
were between 17 and 25 years old). Due to technical problems, only data 
from 133 examinees could be used for reading, and only 143 for listening. 
Examinees had to take the TestDaF fi rst (April 2008) and subsequently, 
within a period of two weeks, DIALANG at the same test centre. They 
received a detailed description of the diff erent steps in DIALANG and had 
to fi ll in an assessment form giving details about their self- assessment, the 
score of the vocabulary placement test, the score of the reading and listen-
ing section, and the CEFR level shown by DIALANG as a fi nal result. 
The examinees’ results in the reading and listening section of the TestDaF 
were compared to their results in these two skills in the DIALANG (see 
‘Results’).

Teacher judgements
Teachers working with TestDaF candidates in preparation courses at 
TestDaF test centres during a period of at least two weeks were asked to par-
ticipate in the project. A total of 19 teachers took part and rated between 
three and 15 candidates each; on average, each teacher rated eight candidates. 
For writing, the sample consisted of 154 TestDaF examinees; for speaking, 
156 examinees participated (58.5% European, 41.5% non- European; 36.5% 
male, 63.5% female; 71.1% were between 17 and 25 years old).

The teachers received an introduction to the project and to their task 
and had to assess candidates using the global scales of Written Production 
and Spoken Production. Before they started the assessment they received 
a sorting exercise of the scales which they had to do as a kind of training. 
Within a period of two weeks before the TestDaF exam or two weeks after, 
they had to select representative TestDaF candidates (prototype candidates) 
of their preparation course for the level B1 or B2 or C1 in each skill consid-
ered and allocate them to the above-mentioned scales. Participants showing 
profi ciency below B1 were not likely to join the course as they were generally 
advised not to take the test. The candidates’ results in the two productive 
skills of the TestDaF were compared to the CEFR levels awarded to them by 
the teachers.
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Problems
Examinees who took the DIALANG test faced technical problems. The 
reading section of the test did not show all distractors of the multiple- choice 
items on the screen. Apparently, these problems occurred, because certain 
software systems did not fi t entirely to the DIALANG system. About eight 
items were aff ected by these problems (items 3, 16, 17, 18, 19, 21, 22, 23). 
In these cases, the candidates could not respond to the items correctly and 
therefore could not reach a result representing their actual profi ciency level. 
The scores of 14 candidates were biased by this eff ect and were not considered 
further. Possibly, the results of other candidates were similarly aff ected, but 
they failed to report any problems. One candidate reported on a  breakdown 
of the program after having worked on item 19.

Results

Overview
In this section, we mainly focus on standardisation and empirical valida-
tion. Results of the specifi cation phase are dealt with only briefl y. Results of 
the familiarisation phase are reported in the section about standardisation 
(reliability). Data from an evaluation questionnaire distributed during the 
standardisation workshops indicated that the familiarisation with the CEFR 
could be considered successful: 57% of the experts judged the introduction to 
the CEFR as very successful, 43% as successful; 46% considered the CEFR 
scales as very important for classifying candidate performances, 46% as 
important, and 8% as partially important.

Specifi cation
On the whole, the assignment of the four TestDaF sections to the levels B2 
and C1 of the relevant CEFR scales was confi rmed. Nevertheless, in apply-
ing the CEFR scales to the TestDaF tasks, we detected a tendency towards 
level B1+ in listening and reading, and towards C2 in reading. In writing and 
speaking, the descriptors of the levels B2 and C1 of the scales fi t to the tasks, 
but parts of the TestDaF construct (describing data in a graph) could not be 
related to any scale.

Standardisation
Overview of data analysis
According to the Manual (CoE 2003), the standardisation phase involves 
(a) implementing a common understanding of the CEFR levels, and (b) 
 confi rming that such a common understanding has been achieved.
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Therefore, to examine the degree to which our judges were on common 
ground when rating TestDaF items and performance samples in terms of 
CEFR levels, we performed various analyses providing evidence on inter- 
rater reliability. In each TestDaF section, we used three diff erent approaches 
to estimate the reliability of judgements: the consensus, the consistency, 
and the measurement approach (see, for a detailed comparison of these 
approaches, Stemler and Tsai 2008).

The consensus approach to inter- rater reliability aims at assessing the 
extent to which independent raters provided exactly the same rating of a 
particular person or object. In contrast, the consistency approach to inter- 
rater reliability focuses on the relative ordering or ranking of the persons or 
objects rated.

Given that consensus and consistency approaches each refer to distinct 
aspects of inter- rater reliability, it is important not to rest one’s conclu-
sions on a single index alone. In our reliability analysis, we computed three 
 consensus and consistency indices each.

The consensus indices used were: (a) exact agreement index, (b) rater agree-
ment index (RAI; Burry- Stock, Shaw, Laurie and Chissom 1996), (c) within- 
group agreement index (rwg; James, Demaree and Wolf 1984). The consistency 
indices used were: (a) mean Pearson correlation coeffi  cient (mean Pearson- r), 
(b) Kendall’s W (coeffi  cient of concordance), (c) Cronbach’s Alpha.

The third approach to inter- rater reliability, the measurement approach, 
is markedly diff erent from the fi rst two approaches. The measurement 
approach expands the basic Rasch model to include the additional facet of 
judges, beyond the facets of examinees and items. This approach rests on the 
many- facet Rasch measurement model (MFRM or facets model; Linacre 1989; 
Linacre and Wright 2002; see also Eckes 2009a).

In our application of the facets model, we employed the computer program 
FACETS (Version 3.61; Linacre 2006). However, we used this model in the 
standard- setting and benchmarking stages (fi nal ratings) only. The reason 
for this was that the goal of the training stages (i.e., reaching perfect con-
sensus among the judges through multiple rating- and- discussion rounds) 
runs counter to the assumptions of the many- facet Rasch model, which con-
strues the judges as independent experts rating items on an individual basis 
(Linacre 1998).

Judgements of reading items
Table 3 shows the consensus and consistency indices for judgements of 
reading items in the two phases of the training stage (i.e., before and after 
group discussion), as well as in the standard- setting stage. 

Several conclusions can be drawn: (1) Reaching exact agreement on 
judging the reading items along the CEFR scale was extremely diffi  cult, if not 
impossible; even after discussion of disagreements in the training stage, we 
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observed only 47% exact agreements. (2) Yet, most disagreements were due 
to diff erences by only a few scale points, as the other two consensus indices 
demonstrate; that is, both the RAI and the rwg document a high level of agree-
ment before discussion of fi rst- round ratings commenced, and agreement 
was even higher after discussion. (3) There was more variability of judge-
ments in the standard- setting stage than in the training sessions; as evidenced 
by the relatively low values of mean Pearson- r and Kendall’s W, the fi nal 
ordering of the items along the 9- point CEFR scale seemed to be somewhat 
inconsistent among judges. (4) Overall, judges reached a suffi  ciently high 
level of reliability before the start of the standard- setting stage.

Based on fi nal judgements of reading items provided in the standard- 
setting session, we conducted a FACETS analysis. This analysis revealed 
that three judges performed inconsistently. We eliminated these judges from 
further analysis.

Next, we computed cut scores according to the procedure outlined in the 
Manual (2003:91). That is, we (a) counted, for each of the 12 judges sepa-
rately, the number of reading items up to each level, (b) averaged these counts 
over judges, and (c) rounded averages down. Table 4 presents the results of 
this cut- score computation for the relevant CEFR levels from B1+ up to C1.

The cut scores empirically derived through the process of standard setting 
are in fairly close agreement with the cut scores operationally used before-
hand with this particular TestDaF examination (with this exam, at least 15 
points were required for TDN 3, at least 21 points for TDN 4, and at least 
26 points for TDN 5). As can be seen, though, the range of the relevant cut 
scores shown in Table 4 is fi ve points larger than the range of the operation-
ally used cut scores.

Table 3: Inter- rater reliability indices for ratings of reading items in training 
and standard- setting stages

Inter- rater reliability Training Standard setting

Before 
discussion

After 
discussion

Consensus indices
 Exact agreement
 Rater agreement index (RAI)
 Within- group agreement index (rwg)
Consistency indices
 Pearson- r (mean)
 Kendall’s W
 Cronbach’s Alpha

.38

.91

.88

.90

.84

.99

.47

.93

.93

.94

.90

.99

.40

.92

.91

.67

.70

.96

Note: Pearson- r values ranged from .77 to 1.0 (before discussion), from .84 to .99 (after 
discussion), and from .26 to .95 (standard setting).
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Judgements of listening items
Table 5 shows the reliability indices for judgements of listening items in the 
two phases of the training stage (i.e., before and after group discussion), as 
well as in the standard- setting stage. 

The consensus and consistency values observed for the judgements of 
listening items reveal much the same pattern as the values observed for the 
judgements of reading items: fairly low exact agreement, yet suffi  ciently high 
agreement as shown by the other indices, particularly after discussion. In the 
standard- setting stage, judges accomplished the task of rating the listening 
items along the 9- point CEFR scale in a more consistent way than they did 
when rating the reading items.

The FACETS analysis of the fi nal judgements in the standard- setting stage 
showed that one judge performed inconsistently. This judge was  eliminated 
from further analysis.

We computed cut scores for the set of listening items in the same way as we 

Table 4: Setting cut scores on the TestDaF reading section

CEFR level TDN level M SD Cut Score

B1+ –  5.67 3.11  5
B2 3 13.33 3.53 13
B2+ 4 21.50 2.58 21
C1 5 29.42 0.67 29

Note: Number of raters=12.

Table 5: Inter- rater reliability indices for ratings of listening items in  training 
and standard- setting stages

Inter- rater reliability Training Standard setting

Before 
discussion

After 
discussion

Consensus indices
 Exact agreement
 Rater agreement index (RAI)
 Within- group agreement index (rwg)
Consistency indices
 Pearson- r (mean)
 Kendall’s W
 Cronbach’s Alpha

.37

.90

.84

.81

.80

.98

.46

.93

.93

.90

.88

.99

.37

.92

.90

.80

.82

.98

Note: Pearson- r values ranged from .41 to .98 (before discussion), from .78 to .98 (after 
discussion), and from .63 to .93 (standard setting).
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did for the set of reading items. Table 6 presents the results of this cut- score 
computation for the relevant CEFR levels from B1+ up to C1.

The agreement between the empirically derived cut scores and the cut 
scores that were operationally used beforehand with this particular TestDaF 
examination is even somewhat higher than for the reading items (with this 
exam, at least 12 points were required for TDN 3, at least 17 points for TDN 
4, and at least 21 points for TDN 5). Still, the range of the relevant cut scores 
shown in Table 6 is two points larger than the range of the operationally used 
cut scores.

Judgements of written production samples
The samples of written production considered were the standardised (CoE) 
samples used in the training stage and the local (TestDaF) samples used in the 
benchmarking stage. We analysed the fi nal ratings only, which were provided 
after group discussion in the training stage, and individually (i.e., without dis-
cussion) in the benchmarking stage. Table 7 shows the consensus and consist-
ency indices for the judgements of written production samples in the training 
stage (i.e., after group discussion) and in the benchmarking stage. 

Table 6: Setting cut scores on the TestDaF listening section

CEFR level TDN level M SD Cut Score

B1+ –  7.20 2.73  7
B2 3 12.40 3.60 12
B2+ 4 16.20 3.26 16
C1 5 23.53 1.46 23

Note: Number of raters=14.

Table 7: Inter- rater reliability indices for ratings of written production 
samples in training and benchmarking stages

Inter- rater reliability Training Benchmarking

Consensus indices
 Exact agreement
 Rater agreement index (RAI)
 Within- group agreement index (rwg)
Consistency indices
 Pearson- r (mean)
 Kendall’s W
 Cronbach’s Alpha

.63

.95

.97

.98

.97

.99

.30

.89

.83

.81

.81

.98

Note: Pearson- r values ranged from .95 to 1.0 (training) and from .50 to .96 
(benchmarking).
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The results can be summarised as follows: (1) Consensus and consistency 
indices confi rmed that, at the end of the training stage, our judges had reached a 
very high level of inter- rater reliability; nearly two out of three judgements were 
exact agreements. (2) Since the aim of the training was to push the judges as 
close as possible toward the correct rating, that is, to the CoE- calibrated level, 
we are safe to conclude that the training stage was successful. (3) At the end of 
the benchmarking stage, the level of inter- rater reliability was still satisfactorily 
high; yet, we observed exact agreements in only 30% of the judgements.

Using the fi nal judgements of TestDaF performance samples provided in 
the benchmarking session as input, we conducted a FACETS analysis. This 
analysis also allowed us to examine the degree of congruence between the 
samples’ pre- assigned TestDaF level on the one hand and the CEFR level as 
assigned by the judges on the other.

Logit Sample Judge Scale 
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Figure 1: Variable map from the FACETS analysis of judgements of nine 
written production samples (WPS). The horizontal dashed lines in the Scale 
column indicate the category threshold measures. Scale categories 1–9 refer to 
CEFR levels A1–C2 (including plus levels).
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All judges performed consistently in terms of judge fi t statistics. The vari-
able map representing the calibrations of the nine TestDaF samples, the 14 
judges, and the 9- point rating scale is displayed in Figure 1.

Overall, the ordering of the TestDaF samples along the logit scale was 
in good agreement with the TestDaF level assignments, and also with the 
intended CEFR levels. That is, Sample 3 had the pre- assigned TestDaF 
level below TDN 3 (calibrated to be placed somewhat below the threshold 
between CEFR levels A2+ and B1), Samples 7 and 4 were at TDN 3 (placed 
at B1 and B1+, respectively), Samples 1 and 8 were at TDN 4 (placed at B2 
and B2+, respectively), and Samples 2 (placed at B2+), 6, 9 and 5 were at 
TDN 5 (all placed at C1).

However, two samples were placed too low on the logit scale: Sample 7 (a 
whole level) and Sample 2 (half a level). More detailed analysis based on the 
criterion- related ratings (analytical ratings) revealed that these two samples 
received particularly low ratings on the accuracy criterion. Importantly, the 
training samples were all consistently high on accuracy, yet accuracy is a crite-
rion to which little weight is attached in the context of TestDaF examinations 
(it is considered only an implicit criterion in TestDaF; see also Eckes 2008b). 
Thus, the marked diff erence in the relevance of the accuracy criterion in train-
ing vs. local samples, along with our judges’ reference to this criterion in the 
benchmarking stage, may account for the misplacement of Samples 2 and 7.

Judgements of spoken production samples
As before, we analysed the fi nal ratings of samples of spoken production 
only. These ratings were provided after group discussion in the training stage 
(CoE samples), and individually (i.e., without discussion) in the benchmark-
ing stage (TestDaF samples). Table 8 shows the consensus and consistency 
indices for the judgements of spoken production samples in the training stage 
(i.e., after group discussion) and in the benchmarking stage. 

Table 8: Inter- rater reliability indices for ratings of spoken production 
samples in training and benchmarking stages

Inter- rater reliability Training Benchmarking

Consensus indices
 Exact agreement
 Rater agreement index (RAI)
 Within- group agreement index (rwg)
Consistency indices
 Pearson- r (mean)
 Kendall’s W
 Cronbach’s Alpha

.75

.97

.98

.98

.98

.99

.32

.87

.76

.84

.87

.98

Note: Pearson- r values ranged from .93 to 1.0 (training) and from .59 to .98 
(benchmarking).
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Overall, the fi ndings attest to a high level of inter- rater reliability. As com-
pared to the previous analysis regarding written production samples, the 
training of spoken performance samples was even more successful in com-
municating to judges a common understanding of the CEFR levels. Even the 
exact agreement index shows that three out of four judgements were identi-
cal. Considering the benchmarking stage, exact agreement goes down to only 
32%, but the other indices still demonstrate that judges agree with each other 
to a considerable extent.

The FACETS analysis revealed that four judges performed inconsistently 
in terms of judge fi t statistics. We eliminated these judges from further study. 
The variable map representing the calibrations of the nine TestDaF samples, 
the remaining eight judges, and the 9- point rating scale is displayed in Figure 2.

The ordering of the TestDaF samples along the logit scale was in good 
agreement with most of the pre- assigned TestDaF levels. That is, Samples 7, 
3, and 8 were at TDN 3, Samples 4, 9, and 1 were at TDN 4, Samples 2, 6, and 
5 were at TDN 5.

However, Samples 7 and 3 were placed much too low on the scale, as judged 
by the CEFR levels. These two samples should have been placed at CEFR 
scale category 6 (corresponding to B2) or at least at category 5 (corresponding 
to B1+). Thus, according to this analysis, at the low end of the TestDaF scale 
the link of the speaking section to the CEFR seems to be fairly weak.

Empirical validation

Overview of data analysis
According to the Manual (CoE 2003), the empirical validation phase com-
prises (a) internal validation, that is, establishing the quality of the exami-
nation in its own terms, and (b) external validation, that is, independently 
corroborating the standards set in the examination by studying relationships 
with other assessments. Procedures concerning internal validation have been 
treated in the section about procedures followed in specifi cation.

In this section, we briefl y describe the results of two studies concerned 
with the external validation of the TestDaF. The fi rst study addresses the 
receptive skills and relates the TestDaF levels that examinees achieved in the 
reading and listening sections of a recent TestDaF examination to the same 
examinees’ CEFR levels achieved in the German version of DIALANG. 
Examinees’ TestDaF levels were determined using the cut scores relevant for 
that particular examination.

The second study addresses the productive skills and relates the TestDaF 
levels that examinees achieved in the writing and speaking sections of that 
TestDaF examination to the same examinees’ CEFR levels awarded to them 
by their teachers.
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Our focus is on the resulting cross- classifi cation frequencies computed 
for each skill separately. Note that the Manual uses the term ‘decision table’ 
to refer to these cross- classifi cations. In addition, we report on the correla-
tions between the respective level assignments, using Pearson- r, Spearman’s 
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Figure 2: Variable map from the FACETS analysis of judgements of nine 
spoken production samples (SPS). The horizontal dashed lines in the Scale 
column indicate the category threshold measures. Scale categories 1 – 9 refer 
to CEFR levels A1−C2 (including plus levels).
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rho, and Kendall’s tau- b. In contrast to Pearson- r, both Spearman’s rho and 
Kendall’s tau- b only require ordinal- level data. Moreover, Kendall’s tau- b 
takes tied ranks into account (tied ranks are frequently encountered when 
the number of ordinal categories is small, as with CEFR and TestDaF levels, 
respectively).

Receptive skills: TestDaF vs. DIALANG
The TestDaF–DIALANG cross- classifi cation frequencies for reading are 
presented in Table 9.

If it can be assumed that DIALANG reliably assesses reading profi ciency 
at CEFR levels A1 through C2, and TestDaF reliably assesses reading pro-
fi ciency at TDN 3 through TDN 5, which by design translates into CEFR 
levels B2 to C1, then examinees should fall within one of the six cells covering 
level combinations B2/C1 by TDN 3/TDN 5. Obviously, this is not the case. In 
fact, most examinees are placed in cells other than those where they should be 
placed. For example, 18 examinees achieved TDN 3 in the TestDaF, but A2 
in the DIALANG test. Only 37 out of 133 examinees (or 27.8%) fell within the 
predicted level combinations. Twenty of them belong to the level below TDN 3.

Not surprisingly, the correlation coeffi  cients were fairly low, though 
 statistically signifi cant: Pearson- r = .48 (p < .001), Spearman’s rho = .49 (p < 
.001), and Kendall’s tau- b = .43 (p < .001).

For listening, the TestDaF–DIALANG cross- classifi cation frequencies 
are presented in Table 10.

As compared to reading, the congruence between TestDaF and 
DIALANG level assignments for listening was much higher: 72 out of 143 
examinees (or 50.3%) fell within the predicted level combinations. Fourteen 
of them belong to the level below TDN 3.

Accordingly, the correlation coeffi  cients increased: Pearson- r = .59 
(p < .001), Spearman’s rho = .60 (p < .001), and Kendall’s tau- b = .52 
(p < .001).

Table 9: TestDaF–DIALANG cross- classifi cation of profi ciency levels for 
reading

DIALANG levels TDN levels Total

below TDN 3 TDN 3 TDN 4 TDN 5

A1  2  2  0  0   4
A2 11 18 16  2  47
B1  7  9 23 13  52
B2  1  2 14 12  29
C1  0  0  0  1   1
Total 21 31 53 28 133
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Productive skills: TestDaF vs. teacher judgements
When comparing examinees’ TestDaF writing profi ciency levels to the 
CEFR levels provided by their teachers, we obtained the cross- classifi cation 
frequencies shown in Table 11.

TestDaF levels and teacher- assigned CEFR levels were as predicted in 115 
out of 154 examinees (or 74.7%). The correlation coeffi  cients were as follows: 
Pearson- r = .49 (p < .001), Spearman’s rho = .48 (p < .001), and Kendall’s 
tau- b = .43 (p < .001).

Regarding examinees’ level of speaking profi ciency, we obtained the 
cross- classifi cation frequencies shown in Table 12.

TestDaF levels and teacher- assigned CEFR levels were as predicted in 113 
out of 156 examinees (or 72.4%). The correlation coeffi  cients were as follows: 
Pearson- r = .42 (p < .001), Spearman’s rho = .43 (p < .001), and Kendall’s 
tau- b = .39 (p < .001).

The assignment of one examinee to level A2 (TDN 4 in the TestDaF) 
was commented on by the relevant teacher using the assessment sheet. The 
teacher noted grammatical mistakes slightly impeding understanding, well- 
developed speaking competence and simple vocabulary. These notes revealed 
a certain degree of inconsistent understanding of A2 performance.

Table 10: TestDaF–DIALANG cross- classifi cation of profi ciency levels for 
listening

DIALANG levels TDN levels Total

below TDN 3 TDN 3 TDN 4 TDN 5

A2 10  9  4  0  23
B1  4 20 13  5  42
B2  5  5 17 10  37
C1  0  2 16 20  38
C2  0  0  1  2   3
Total 19 36 51 37 143

Table 11: TestDaF–teacher cross- classifi cation of profi ciency levels for writing

Teacher judgement TDN levels Total

below TDN 3 TDN 3 TDN 4 TDN 5

B1 8 13  9  0  30
B2 1 23 36  6  66
C1 0  8 33 15  56
C2 0  0  2  0   2
Total 9 44 80 21 154
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Refl ections on the use of the draft Manual

Problems and solutions
We identifi ed two aspects, which seem to have a strong impact on the results 
of our linking project: (a) the material used as reference material for external 
validity, standardisation, and external validation, (b) the Manual’s meth-
odological 4- step approach. In the following, we discuss each of these two 
aspects.

(a) Reference material. Using the CEFR scales as reference points for 
the linkage of test tasks revealed two problems. Firstly, there was a problem 
inherent in the methodology: CEFR performance descriptions do not 
include the notion of task or task fulfi lment and do not describe cognitive 
processes in detail (Alderson, Figueras, Kuijper, Nold, Takala and Tardieu 
2006:12−13). In particular, in productive skills, the examination result gen-
erally depends on the language profi ciency shown in relation to the task 
fulfi lment and not on the linguistic realisation alone. We tried to cope with 
this problem using the CEFR Grids for the analysis of tasks and items and 
to take into consideration the task diffi  culty in the fi nal judgement of the 
 standardisation procedure.

Secondly, the scales applied did not always cover the examination 
content completely (see Written Production and Spoken Production), or 
caused problems in application because they were not coherent. At one 
scale level, content features were used as descriptors (text type, topic) and 
at another level of the same scale, linguistic features prevailed (standard 
dialect, clear articulation). The only solution here was to consult several 
scales, although this did not always lead to satisfactory results, as, for 
example, in reading task 1. The diffi  culties encountered when selecting 
descriptors of diff erent scales for the assignment of the tasks to CEFR 
levels may have led to the inconsistencies detected in their judgements (see 
Table 3, ‘Results’).

Table 12: TestDaF–teacher cross- classifi cation of profi ciency levels for 
speaking

Teacher judgement TDN levels Total

below TDN 3 TDN 3 TDN 4 TDN 5

A2 0  0  1  0   1
B1 2 14 11  1  28
B2 1 25 35  9  70
C1 0  6 29 22  57
Total 3 45 76 32 156
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Furthermore, the standardised CoE material used for standardisation 
consisted of item and performance samples, which turned out to be not suf-
fi cient for the required purpose. This was, obviously, due to the fact that 
the CoE Manual project was at its starting point. Performance samples in 
German with a broader range of task format and level of accuracy for the 
 diff erent CEFR levels are clearly called for.

Finally, using DIALANG as an external criterion measure to validate 
the claim of link between the TestDaF and the CEFR through an indirect 
approach turned out to be diffi  cult due to technical constraints described 
above. Similar problems had already occurred in a diff erent validation 
context (i.e., the onDaF–DIALANG validation study; Eckes 2010). The 
correlation index of the TestDaF–DIALANG comparison was rather low, 
in particular for Reading Comprehension (Pearson- r=.48). The above-
mentioned onDaF–DIALANG study depicted even lower values (.24) for 
Reading Comprehension (Eckes 2010). Unfortunately, item statistics of the 
German items used in DIALANG to examine potential problems at the item 
level were not available.

(b) The Manual. Based on our fi ndings it seems safe to conclude that 
the 4- step methodology of the Manual provided a sound approach for the 
intended purpose. Problems that occurred were to some extent due to the fact 
that the CEFR was not the perfect tool required for the linkage but needed 
amendments in the form of CEFR Grids or item samples (Alderson et al 
2006). Thus, we think that the Manual’s Chapter 5 on standardisation is in 
need of a more precise defi nition of benchmarking. The Manual described 
the benchmarking process for diff erent purposes, that is, (a) for the selection 
of benchmarks to be used as reference material in assessment, and (b) for 
the evaluation of performance tasks employed in local exams (CoE 2003:71). 
This inconsistency may lead to some misunderstanding among users when 
applying the Manual approach.

How reliable and generalisable are the results?
Concerning the receptive skills, results of the specifi cation phase (tendency 
of TDN level 3 in the receptive skills towards B1+ and of TDN 5 in reading 
towards C2) were confi rmed by results of the standard- setting phase, except 
for the tendency towards C2 for reading. However, results of the external 
validation with DIALANG did not provide further confi rmation in this 
direction but were partially (reading) impeded by technical problems. As for 
listening, no particularly strong correlation was found.

Regarding the productive skills, the results of benchmarking did not 
confi rm results of the content analysis. Experts assigned some TestDaF 
performance samples of TDN 3 (assumed B2) to the level B1+, or in a few 
cases even lower, which was not in line with results of the previous content 
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analysis conducted in the specifi cation phase. As stated before, this may 
be due to some extent to the limited choice of standardised performance 
samples, which served as a reference point for the standard. Moreover, the 
high level of accuracy in these samples certainly played a role. External vali-
dation of the productive skills using teacher judgements as an external cri-
terion measure produced results that were more satisfactory. For writing, 
74.7% of the assigned CEFR levels corresponded to the predicted TestDaF 
levels, and for speaking, the level of agreement was as high as 72.4 %. The 
sample of candidates was representative for the TestDaF candidature in 
terms of age, country of origin, and gender.

Altogether, our application of the Manual methodology produced reli-
able results, although parts of it did not contribute to validating the linkage 
claim and need further investigation (particularly, external validation of the 
receptive skills and standardisation of the productive skills). Evidence on the 
generalisability of the results, as recommended by Cizek and Bunch (2007), 
was diffi  cult to obtain. Moreover, due to fi nancial limitations, the application 
of multiple methods or replication of the same method with another panel 
of experts, as recommended by Kaftandjieva (2004), was not feasible (Linn 
2003:9). Apart from that, multiple methods or diff erent panel groups often 
do not produce similar results (Jaeger 1989, Kane 2001:75). Hence, deciding 
on the ‘true’ cut- off  remains an intricate problem.

Another point in the Manual that needs clarifi cation concerns the role 
of modelling the rating behaviour of judges or panellists by means of a 
many- facet Rasch measurement approach (Linacre 1989, Linacre and 
Wright 2002). In various places (Section 1.4.2, Section 5.6), the Manual 
recommends using this Rasch modelling approach to identify inconsistent 
behaviour of the judges and to adjust ratings for judge severity or leni-
ency. At the same time, the Manual recommends to enforce ‘discussion 
of spread and iteration until suitable agreement is reached’ (CoE 2003:8). 
Yet, forcing judges to reach ‘reliable consensus’ is bound to create some 
degree of dependence among judges. This could lead to violating the 
IRT assumption of local independence (see, e.g., Henning 1989, Yen and 
Fitzpatrick 2006). That is, judges are to behave like ‘scoring machines’, 
rather than to act as individual experts. It is important to note that the 
many- facet Rasch model construes judges as independent experts (Linacre 
1998, 2006). Therefore, we used this model only in the standard- setting 
or benchmarking sessions, where we did not include any discussion. We 
instead encouraged our judges to provide ratings on an individual basis. 
Using the Rasch-Kappa index proposed by Linacre (2006), we actually 
confi rmed that the extent of rater dependence was negligibly small in the 
standard- setting and benchmarking sessions, respectively, but unduly high 
in the training sessions.
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Concluding remarks
In light of the results and problems discussed above, we think that our study 
highlights the need to probe more deeply into the TestDaF–CEFR linkage. 
For example, we observed a tendency of reading and listening items, belong-
ing to part one in the relevant TestDaF sections, towards level B1+, although 
this deviation represented only half a level below the targeted level of B2. It 
seems advisable either to replicate the standard- setting procedure applying a 
diff erent method or to look for some other external criterion measure.

Another part of our research that possibly needs further scrutiny concerns 
the benchmarking of the productive skills, which suff ered from two prob-
lems: (a) the narrow range of standardised German performance samples 
available used for experts’ training, and (b) a relatively limited number of 
samples used for training and benchmarking. Meanwhile, more performance 
samples in German have been made available for Written Production on the 
CoE website (two TestDaF samples, which reached a good degree of consen-
sus in our standardisation phase were added), and some others for Spoken 
Production have been published (Bolton et al 2008). Here again, a replica-
tion of the standard- setting procedure using an additional method like, for 
example, the Body of Work method is conceivable.

Finally, the fi ndings of our study may lead into yet another direction, the 
rethinking of our test format and TestDaF level description including the 
rating criteria.
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Notes
1. <www.coe.int/T/DG4/Portfolio/?L=E&M=/main_pages/illustrationse.html)>
2. Grid 4, the fi nal grid, retrieved in 2005 from <www.ling.lancs.ac.uk/

cefgrid>. See Alderson, J C, Figueras, N, Kuijper, H, Nold, G, Takala, S 
and Tardieu, C (2004) The development of specifi cations for item development 
and classifi cation within the Common European Framework of Reference for 
Languages: Learning, teaching, assessment: Reading and listening, fi nal report 
of the Dutch DEF Construct Project.

3. The following categories of the grid which proved to be signifi cant to estimate 
item diffi  culty were used: (a) for listening: ‘nature of content’, ‘vocabulary’, 
‘grammar’, ‘text speed’, ‘number of participants’, ‘accent/standard’, ‘clarity of 
articulation’, ‘how often played’, and ‘operations’, (b) for reading: ‘nature of 
content’, ‘text length’, ‘vocabulary’, ‘grammar’, and ‘operations’.
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Abstract
In this paper, we focus on the relationship between the Common European 
Framework of Reference for Languages (CEFR) and a well- established 
examination which pre- dates it, the First Certifi cate in English (FCE). 
We provide refl ections from piloting the Manual procedures, in particu-
lar Familiarisation and Specifi cation, as a means of: (a) maintaining the 
FCE/CEFR alignment, and (b) weaving Manual- prescribed procedures 
into Cambridge ESOL practices. This discussion will demonstrate how the 
Manual activities can be constructively used and extended, not only to build 
a linking argument, but also, and more importantly, to maintain it.

Introduction
This case study investigates the use of the Manual in relation to an exam-
ination which pre- dates the CEFR, the First Certifi cate in English 
(www.CambridgeESOL.org/exams/general- english/fce.html).

Both the CEFR and Cambridge ESOL examinations, of which FCE is 
part, have shared purposes: provision of a learning ladder and profi ciency 
framework. The CEFR sets learning objectives as being ‘a comprehensive, 
transparent and coherent framework for language learning, teaching and 
assessment’ (Council of Europe 2001:9) and the examinations assess the out-
comes through defi ning levels of profi ciency which allow learners’ progress 
to be measured at each stage of learning. North, one of the CEFR authors, 
acknowledges that ‘the process of defi ning these [CEFR] levels started in 
1913 with the Cambridge Profi ciency Exam (CPE) that defi nes a practical 
mastery of the language as a non- native speaker. This level has become C2. 
In 1939, Cambridge introduced the First Certifi cate (FCE), which is still seen 
as the fi rst level of profi ciency of interest for offi  ce work, now associated with 
B2’ (2008:31).

Subsequent developments resulted in three more examinations being 

3
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introduced into the Cambridge suite, KET (A2), PET (B1) and CAE (C1), 
and it is against this context of evolution, and Cambridge ESOL’s practice 
of providing a validity argument for its examinations based on a socio- 
cognitive approach towards test development, that we started investigating 
and  refl ecting on the use of the Manual.

For both the Familiarisation and Standardisation aspects of the study, 
we highlight the procedures as defi ned by the Manual, outline how we 
implemented the procedures, off er alternatives (which are better suited 
to the FCE context) to some of the activities suggested by the Manual in 
the form of modifi cations or extensions to the processes suggested by the 
Manual, present results from the various activities, and fi nally refl ect on the 
process.

We consider the extent to which the pilot version of the Manual meets the 
requirements of a manual. We explore how eff ective the Manual and non 
Manual prescribed Familiarisation and Training activities are in enhanc-
ing participants’ knowledge of the CEFR and in training them to rate per-
formances and tasks using the CEFR scales. We consider how useful the 
time management tables provided by the Manual are. We highlight practical 
issues not adequately covered in the Manual. And we off er suggestions for 
improvement.

In providing refl ections from piloting the Familiarisation and 
Standardisation procedures of the Manual, we demonstrate how the Manual 
activities can be integrated into the FCE test cycle. Standardisation of judge-
ments and Empirical Validation (the other two stages in the CEFR linking 
process as suggested by the Manual) are ongoing processes for Cambridge 
ESOL and are discussed in a number of other publications (e.g. Jones 2000, 
2001, 2002; Khalifa and ff rench 2008; Taylor and Jones 2006).

The project
Here we discuss the piloting of the Manual Familiarisation and Specifi cation 
procedures in relation to FCE, as well as the design and implementation of 
a number of activities that further extend some of the activities suggested by 
the Manual which are better suited to the FCE context. We subsequently 
provide refl ections on this piloting and fi nally discuss the integration of these 
procedures/activities in the FCE test cycle (see Saville 2003 for a detailed 
presentation of the test cycle of Cambridge ESOL examinations).

Familiarisation procedures
The Manual perceives the Familiarisation procedure as ‘a selection of activi-
ties designed to ensure that participants in the linking process have a detailed 
knowledge of the CEF’ and considers it an ‘indispensable starting point’ 
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before a linking exercise can be carried out eff ectively (Council of Europe 
2003a:1).

Implementation of Familiarisation procedures
Cambridge ESOL implemented a number of Manual prescribed and non 
Manual prescribed Familiarisation activities in a face- to- face workshop with 
internal and external staff  responsible for FCE test construction, marking, 
analysis and grading. The workshop included a variety of activities relevant 
to the FCE context. The non Manual prescribed activities were designed by 
Cambridge ESOL to complement the Manual activities and ensure full cov-
erage of the needs and purposes of the workshop. The aim of the workshop 
was to enable refl ections on:
• how eff ective the Manual activities are in familiarising participants with 

the CEFR
• how the activities can be complemented to refl ect the FCE context more 

appropriately (see the non Manual prescribed activities in Table 1)
• how eff ective they are as a means of maintaining the FCE−CEFR 

alignment
• how best they can be incorporated in the FCE test cycle.
The full-day workshop brought together a total of 14 FCE subject managers, 
subject offi  cers, validation offi  cers, item- writer chairs, Professional Support 
Leaders, and Principal Examiners. All participants had extensive experience 
in developing and validating tests. The event also included pre-  and post- 
workshop activities, all of which are shown in Table 1 below. The majority of 
the tasks dealt with the CEFR B2 level – the FCE exam level – and its adja-
cent B1 and C1 levels. The focus on the B2 level and comparisons with the B1 
and C1 levels was a feature introduced to aid understanding of the character-
istics of this level and its diff erences from the adjoining levels.

Before the workshop, participants carried out preparation tasks, such 
as background reading, to update their knowledge of the CEFR and its 
associated projects, such as the European Language Portfolio and how the 
CEFR has aff ected the development of Cambridge ESOL examinations. 
They also refl ected on how the use of the CEFR has aff ected their own work 
on Cambridge ESOL examinations, e.g. in terms of item writing, scale con-
struction, marking productive skills, etc. Other pre- workshop tasks aimed at 
ensuring common understanding of the CEFR global scale and a selection of 
B1 to C1 language use descriptors related to the four language skills: listen-
ing, speaking, reading and writing. A descriptor- classifi cation exercise was 
used to achieve this aim. A further task involved using the CEFR global scale 
to self- assess own ability in a second language.

The face- to- face workshop itself started with an introductory focus on the 
origins, aims and nature of the CEFR, its relevance for language assessment 
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and its implications for participants as professional language testers working 
with Cambridge ESOL (see Appendix 1 for the day’s programme). The 
workshop then moved on to a descriptor- sorting activity where participants 
classifi ed language use descriptors into CEFR levels, building on one of the 
pre- workshop tasks. The workshop ended by training participants in apply-
ing skill- specifi c CEFR B1 to C1 level scales to CEFR- calibrated spoken and 
written performances, as well as CEFR- calibrated reading and listening tasks 
(rating activity in Table 1). The CEFR- calibrated materials used were those 
published by the Council of Europe (2003b, 2003c, 2005). This rating activity 
is, strictly speaking, part of the Training of the Standardisation phase sug-
gested by the Manual rather than the Familiarisation phase. However, we 
will discuss it together with the Familiarisation activities in this paper since, 
like the Familiarisation tasks, it is one of the introductory/background activ-
ities that precede the actual linking procedures and ensure that participants 
are familiar with CEFR and the CEFR linking processes. It diff ers from 
the Familiarisation tasks in that in addition to familiarisation with certain 
CEFR scales, it also off ers training in using these scales to rate exam tasks 
and learner performances.

As follow- up to the workshop, participants carried out a range of tasks 
designed to evaluate the eff ectiveness of the Familiarisation and Training 
activities and materials in the CEFR Manual. For example, participants were 

Table 1: The FCE−CEFR workshop programme

The FCE−CEFR workshop programme

Pre- workshop activities: Introduction to the topics and activities of the face- to- face 
workshop
Manual Prescribed
•  Descriptor- sorting activity (activity d, 

p. 27), sorting out mixed up descriptors 
from a variety of CEFR scales into B1−
C1 levels

•  Self- assessment of foreign language 
ability using CEFR (activity c, p. 26)

Non Manual Prescribed
•  Background reading: Taylor, L and Jones, 

N (2006:1−5)
•  Juxtaposing the target B2 level with its 

adjacent B1 and C1 levels in all descriptor- 
sorting and rating activities throughout the 
workshop

Face- to- face workshop 
Manual Prescribed
•  Descriptor- sorting activity (activity d, 

p. 27)
•  Rating activity (pp. 74−84), rating 

of spoken and written performances 
as well as reading and listening tasks 
across B1−C1 levels

Non Manual Prescribed
Presentations on the origins, aims and nature 
of the CEFR

Post- workshop activities: Consolidation of knowledge gained and feedback on workshop 
eff ectiveness
Manual Prescribed
Descriptor- sorting activity (activity d, 
p. 27)

Non Manual Prescribed
Workshop Feedback Questionnaire
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asked to revisit their earlier classifi cation of descriptors into CEFR levels, 
building on the knowledge gained and the discussion that took place at the 
workshop. A comparison of the results from the pre-  and post- workshop 
descriptor- sorting tasks was carried out to check the eff ect of the workshop 
descriptor- sorting on familiarising participants with the CEFR scales used in 
these tasks.

Results obtained
How eff ective were the Manual and non Manual prescribed Familiarisation 
and Training activities in enhancing participants’ knowledge of the CEFR 
and in training them to rate performances and tasks using the CEFR scales? 
To answer this question, we collected both qualitative data (participant feed-
back on workshop activities) and quantitative data (statistical analyses of 
descriptor- sorting and rating data).

Qualitative data
In the post- workshop tasks, participants were asked to evaluate the eff ec-
tiveness of the activities used before and during the workshop in terms of 
familiarising participants with the CEFR. Figure 1 summarises the replies to 
the Workshop Feedback Questionnaire. Overall, the participants found the 
workshop activities eff ective. Figure 1 shows that juxtaposing the B2 level 
with its adjacent B1 and C1 levels was judged to be the most eff ective feature 
of the workshop. This was followed by a self-assessment activity, background 
reading, and a descriptor-sorting activity. A number of queries were raised 
in relation to classifying the CEFR descriptors into levels. Participants, for 
example, commented on ambiguities in the CEFR descriptor terminology 
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(e.g. from the Speaking descriptors: ‘ “can narrate a story”, what kind of 
story, simple, complex, of medium complexity?’, ‘what is the meaning of 
“style”?’, etc.) and on diffi  culties in relating the CEFR classifi cation to real- 
life experience (e.g. from the Listening descriptors: ‘ “only extreme noise” 
aff ecting our ability to understand is classifi ed as B2, whereas extreme noise 
aff ects everyone’s ability to understand at whatever level’).

Quantitative data
Figure 2 presents the mean percentage of rater responses matching the target 
CEFR level in the pre-  and post- workshop descriptor- sorting sessions and 
shows how many descriptors were placed at the correct CEFR level. Exact 
agreement in all sessions is satisfactory as it has an average of 77% and never 
fell below 66%. Although there is some variation across the four skills, on 
average raw scores improved or stayed the same from the pre- workshop 
exercises to the post- workshop ones.

Improvement varies but this may be due to the high level of previous 
familiarity and experience of participants with the CEFR. The majority of 
our participants (58%) claimed (in a pre- workshop questionnaire) that they 
were fairly familiar with the framework before the workshop. As a result, 
they scored at least 66% in the pre- workshop sessions where they had been 
instructed to classify the descriptors based on their own background knowl-
edge and experience with the framework. The previous high familiarity of 
participants with the CEFR, refl ected in the quantitative results here, may 
also explain why participants did not judge Background Reading as one of 
the most eff ective activities in terms of CEFR familiarisation (see Figure 1).

It is worth distinguishing here two diff erent scenarios with respect to 
the Familiarisation impact. In the fi rst scenario, trainees have little prior 
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awareness of the CEFR and there is, therefore, the possibility of a signifi -
cant impact of the Familiarisation tasks. In the alternative scenario, trainees 
already have quite a high level of CEFR awareness and, as a result, there 
is little leeway for a signifi cant impact of the Familiarisation activities. Our 
evidence shows that in this study the second scenario holds. Although par-
ticipants had never received any formal CEFR Familiarisation training 
before, our pre- workshop estimation was that they would be familiar with 
the CEFR to varying degrees, as all of them were very experienced FCE item 
writers and examiners. Moreover, they were not only experienced at the FCE 
level but across the Cambridge ESOL levels and knew where exactly the FCE 
exam fi ts in the language ladder. This estimation was confi rmed by their 
responses in a pre- workshop questionnaire which showed that the major-
ity of them (58%) thought they were fairly familiar with the CEFR. To test 
the hypothesis that it is the prior high familiarity with the CEFR that pre-
vented a high impact of Familiarisation, one needs to compare the impact of 
Familiarisation activities between the current group of participants, who are 
a representative sample of the Cambridge ESOL network of item writers and 
examiners, and a group of CEFR novices.

Table 2 presents a summary of intra- rater (Spearman) correlations for 
each of the four skill- specifi c scales of the descriptor- sorting activity. As 
Table 2 shows, intra- rater reliability is satisfactory across all four scales, 
meaning that the raters were suffi  ciently consistent with themselves. 

Average values of inter- rater reliability are shown in Table 3. With the 
exception of some minimum correlations which are signifi cant at p ≤ 0.047, 
all other Spearman correlations in this table are signifi cant at p ≤ 0.01. 
These inter- rater reliability values together with the high Alpha values indi-
cate a high agreement among raters on sorting the descriptors from the 
lowest (B1) to the highest level (C1). It is also encouraging that the mean 
and minimum correlations are better in the post- workshop sessions across 
all four sets of descriptors – except for Listening. One factor contributing to 
the Listening result may be the participants’ prior familiarity with the CEFR 

Table 2: Intra- rater reliability in the pre-  and post- workshop descriptor- 
sorting activities

Scales Raters Intra- rater reliability

Mean Min Max

Speaking 9 0.90 0.79 1
Writing 9 0.85 0.63 0.98
Reading 9 0.90 0.66 1
Listening 9 0.94 0.71 1
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(see discussion above) which could have led to regression in this case. An 
additional factor could be the ambiguities encountered in interpreting the 
Listening descriptors. From the participants’ feedback, it appears that they 
found the Listening descriptors more vague than others. As one participant 
put it: ‘Paradoxically, I found the CEFR descriptors most problematic in 
relation to my own paper (Listening), especially in trying to untangle some 
of the key words, e.g. “abstract, complex, extended, fi eld of specialisation” – 
terms we have assiduously avoided using in many cases!’

Table 4 summarises the participants’ correct scores in the rating activity 
across the four skills. The scores in Speaking (7/9 – 78%) and Writing (14/14 
– 100%) show a robust, common understanding of the CEFR B1−C1 levels 
by raters. The scores in Reading (9/15 – 60%) and Listening (7/13 – 54%) are 
satisfactory but somewhat lower.

Table 3: Inter- rater reliability in the pre-  and post- workshop descriptor- 
sorting activities

Scales Raters Inter- rater reliability Alpha

Mean Min Max

Speaking Pre  9 0.83** 0.62** 0.95** 0.97
Speaking Post  8 0.82** 0.71** 0.93** 0.97
Writing Pre 10 0.76** 0.56* 0.92** 0.96
Writing Post  8 0.79** 0.55* 0.95** 0.96
Reading Pre 10 0.89** 0.58* 1** 0.97
Reading Post  8 0.92** 0.76** 1** 0.98
Listening Pre 10 0.95** 0.78** 1** 0.99
Listening Post  8 0.79** 0.59* 0.97** 0.96

** p ≤ 0.01; * p ≤ 0.05

Table 4: Number and proportion of rater responses matching target CEFR 
level in the rating activity

Skill N N matching responses Total correct: 
Incorrect

single level
(e.g. B2)

over 2 levels
(e.g. B2/C1)

Speaking (performances)  9 2 5  7 : 2
Writing (performances) 14 9 5 14 : 0
Reading (tasks) 15 8 1  9 : 6
Listening (tasks) 13 7 0  7 : 6
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Refl ections on Familiarisation procedures
The Manual prescribed activities appear to be eff ective in terms of familiar-
ising participants in the linking process with the CEFR. However, the type 
and amount of Familiarisation activities need to be considered depending 
on the extent of participants’ familiarity with the CEFR (see our discus-
sion of this issue in the previous section). In the contexts where participants 
are not yet familiar with it, it may be appropriate for them to start with 
some scaff olding activities, such as background reading on the origin, aims 
and aspirations of the CEFR. Their awareness should also be raised to the 
existence of the CEFR toolkit of resources. In contexts where participants 
(such as the group in this study) are quite familiar with CEFR, activities like 
the one Cambridge ESOL introduced which focus on carefully examining 
adjacent levels and identifying criterial diff erences between these levels may 
prove to be benefi cial in understanding the CEFR levels/descriptors/scales. 
The familiarisation activity would further benefi t from clearer descriptor 
terminology, perhaps through the use of a glossary. This would enhance 
a common understanding of the CEFR content, e.g. on a simple–complex 
continuum.

The Familiarisation workshop also raised a number of practical issues 
which were not adequately covered in the pilot version of the Manual. A 
number of participants, for instance, voiced their wish for a discussion about 
the practical applications of the CEFR to their work (beyond the one- off  
linking exercise). Such a discussion could also facilitate the integration of 
the Manual procedures in an exam’s test cycle (see our discussion below). 
The fact that the Manual and the CEFR are so rich with scales and tables 
that accompany each linking activity raises the question of selection crite-
ria; for example, is a global/overall scale better than an analytic/specifi c scale 
for a particular task? How does one do the selection? Moreover, the running 
of Familiarisation and Training activities required a substantial number of 
(human and technical) resources, including three people to organise and run 
the workshop, computer equipment to play materials, recording of sessions 
for backup purposes etc. All these are issues which need careful planning and 
thought.

The quantitative data show a mixed picture regarding CEFR 
Familiarisation and Training. In the descriptor- sorting activity, the intra- 
rater reliability was highly acceptable for all skills (Table 2). The inter- 
rater reliability and percentage of matching responses (Table 3 and Figure 
2) improved or showed no signifi cant diff erence from the pre-  to the post- 
workshop task for all skills except listening where inter- rater reliability 
declined. These results were largely linked to the participants’ pre- existing 
high level of CEFR awareness. Another potential source of variance in 
the descriptor- sorting task may also be the way of descriptor presenta-
tion, e.g. classifying more than one individual descriptor per level, as in the 
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descriptor- sorting activity of this study, versus classifying one set of descrip-
tors per level. These are issues that remain to be explored in future research.

The rating activity showed a receptive vs. productive skills eff ect (Table 4) 
with high rating scores in Speaking (7/9 – 78%) and Writing (14/14 – 100%) 
and somewhat lower scores in Reading (9/15 – 60%) and Listening (7/13 – 
54%). This eff ect may simply refl ect the diff erent nature of the productive vs. 
receptive skills; productive performance is more readily observed, described 
and measured than receptive performance. In this case, however, the eff ect 
may have been accentuated by the fact that there is less coverage of the recep-
tive skills in the Manual (Table 4.3, p. 53) than of Speaking and Writing 
(Table 4.4, p. 58; Table 4.5, p. 60; Table 5.4, p. 78; Table 5.5, p. 79; Table 5.8, 
p. 82). The lower scores in Reading and Listening could also be attributed 
to diffi  culties in relating the CEFR- calibrated receptive tasks (Council of 
Europe 2005) to the CEFR descriptors as evidenced in participants’ refl ective 
comments on the activity: ‘We found some of the [Reading] texts and items 
rather confusing and couldn’t see how they were deemed to fi t in certain levels.’ 
Another factor in the Listening tasks may have also been the quality of some 
of the materials used in the exercise which were drawn from the Council of 
Europe’s pool of materials illustrating the CEFR levels: ‘I think my responses 
to text/level were aff ected by the unconvincing delivery of some of the actors and 
the apparent weak construction of the task.’ By contrast, feedback from the 
rating of the calibrated spoken and written performances did not reveal such 
a diffi  culty: ‘Overall, though, we felt reassured that FCE/B2/CEFR descriptors 
did not  confl ict with one another, but actually bore each other out.’

The results reported above should be interpreted with caution though as 
there were only two raters per any given skill in the rating activity and only 
eight people who participated fully in the Familiarisation activity (due to 
practical constraints of setting up the workshop).

In terms of timing the activities, how useful were the time management 
tables provided by the Manual? Let us look at the example: Table 3.1− Time 
Management for Familiarisation Activities (Council of Europe 2003a:28). 
We felt that the 30 minutes proposed for a brief presentation of the CEFR 
by the co- ordinator are not adequate unless participants are already fairly 
familiar with the Framework (cf. Table 5 for a comparison). We used a 45- 
minute session for introducing the CEFR and we received positive feedback 
from the participants about this timing. The timings suggested for the self- 
assessment activity (Introductory activity: 45 minutes) and the descriptor- 
sorting activity (Qualitative activity: 1 hour 45 minutes) were adequate but 
they depend on the context of use of these activities. For example, we ran 
the self- assessment as a pre- workshop self- access activity, which could not 
include discussion, and we allowed 30 minutes for this. Similarly, we ran 
four parallel sessions of descriptor- sorting – one for each skill – allowing 40 
minutes for each session. 



Aligning Tests with the CEFR

90

For Cambridge ESOL, Familiarisation with the CEFR is seen as part of 
consolidating and building on existing knowledge as well as an awareness- 
raising activity especially for staff  and networks just entering the organisa-
tion. As a direct consequence of the FCE−CEFR workshop, four self- access 
CEFR Induction Worksheets were designed as CEFR ‘familiarisation tools’ 
for use as part of Cambridge ESOL’s staff  training and induction programme. 
The worksheets focus on diff erent aspects of the CEFR and the relationship 
between Cambridge ESOL examinations and the CEFR (Table 6).

The fi rst worksheet provides a general introduction to the CEFR. The 
second discusses the relationship of the Cambridge ESOL exams and the 
CEFR. The third includes two hands- on activities both based on the Manual 
Familiarisation tasks (Chapter 3): self- assessment in a foreign language using 
the CEFR and descriptor- sorting. Finally, the fourth worksheet asks partici-
pants to compare and contrast one Cambridge ESOL assessment scale with an 
equivalent one from the CEFR. (See Appendix 2 for a sample page from the 
fi rst worksheet.) Cambridge ESOL staff  are required to complete at least two of 
the four worksheets, the selection being guided by their work focus and needs.

Table 5: Comparison of time management for Familiarisation activities 
between the Manual proposal and our practice

Time management for Familiarisation activities

Manual proposal
(based on Table 3.1:28)

Our practice

•  Brief presentation of CEF by the 
co- ordinator

30’ 45’

•  Introductory activity (a−c) and 
discussion

45’ 30’ *

•  Qualitative activity (d−f) 
including group work

60’ 4 parallel sessions
(one for each skill) x 40’

• Discussion 30’ 30’
• Concluding 15’ 15’

* Only 30’ were allowed for the self- assessment activity because it was administered as a pre- 
workshop self- access activity and therefore did not include a discussion.

Table 6: Topic and focus of the Cambridge ESOL CEFR Induction 
Worksheets

 Focus
Topic

Theoretical Practical

CEFR Induction Worksheet 1 Induction Worksheet 3
ESOL exams and CEFR Induction Worksheet 2 Induction Worksheet 4
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The current Cambridge ESOL process for recruiting, inducting, train-
ing, co- ordinating, monitoring and evaluating (RITCME) item writers and 
examiners includes explicit reference to the CEFR where appropriate.

Specifi cation procedures
According to the Manual, Specifi cation involves ‘mapping the coverage of the 
examination in relation to the categories of the CEFR’ (Council of Europe 
2003a:6). It aims to build a linking claim of how an exam relates to the CEFR 
via a thorough description of the exam content, implemented by fi lling in the 
Specifi cation Forms A1−A23 provided by the Manual in Chapter 4 (Council 
of Europe 2003a:34−63).

Implementation of Specifi cation procedures
To complete this phase, Cambridge ESOL commissioned an external con-
sultant who is familiar with both the FCE exam and the CEFR being cur-
rently a Principal Examiner and item writer for FCE. Other roles have helped 
the consultant develop a thorough knowledge of the CEFR (e.g. presenter on 
the topic of FCE−CEFR link within the Cambridge ESOL network, inspec-
tor of EAQUALS schools including their work on mapping their class levels 
to the CEFR). The consultant worked individually and with a number of 
internal staff  (from the Assessment and Operations and the Research and 
Validation divisions of Cambridge ESOL) in order to fi ll in Forms A1−A23 
and to map the construct of the FCE to the CEFR. This process involved:
• Reading thoroughly Chapter 4 of the Manual on Specifi cation, as 

well as Chapters 1 and 2 to obtain introductory and background 
information.

• Consulting all the CEFR scales suggested in the Specifi cation forms, a 
variety of FCE related documents, including the FCE test specifi cations 
(FCE Handbook) and task specifi cations (Item Writer Guidelines), as 
well as Vantage (Van Ek and Trim 2001).

• Completing relevant forms. Forms A15−18 and A22 were not 
completed as the FCE exam does not explicitly test integrated or 
mediation skills. The content of the forms was also discussed and agreed 
on by the FCE subject manager and subject offi  cers.

• Providing a written report on the process (Daldry 2006).

Results obtained
The FCE was classifi ed as B2 level across all four skills. Overall, the pro-
cedures suggested and the forms completed were found useful in mapping 
the FCE construct to the CEFR. Here we provide an example of the B2 
 justifi cation compiled for each skill for the FCE exam.
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Speaking

In the FCE Speaking test candidates are required to express their views on a 
wide range of topics and to organise what they say (‘Do you have a favourite 
newspaper or magazine?’, ‘Why do you like it?’). The candidate is required to 
provide reasons and explanations. There is no preparation time given in Parts 
1, 3 and 4 and the candidates are required to answer spontaneously. They 
have to handle diff erent levels of formality, one with the Interlocutor (likely 
to be older and not viewed as a peer) and another with the second  candidate, 
likely to be a peer (‘Let’s go for that, OK?’, ‘What about you?’ etc.).

Writing

The Part 1 letter/email of the FCE exam requires candidates to reply to the 
input text and deal with the questions and comments raised (in the form of 
prompts) and in an appropriate style. The prompts steer candidates towards 
using a range of functions in their reply (agreeing, disagreeing, suggesting, 
recommending, apologising etc.). The CEFR scale Notes, Messages and 
Forms (Council of Europe 2001:84) is not relevant to the FCE Writing paper 
because the sample required (minimum 120 words) makes this text- type 

Table 7: The B2 (and B2+) descriptors from the CEFR scale ‘Overall Spoken 
Interaction’ (Council of Europe 2001:74)

Overall Spoken Interaction

B2 Can use the language fl uently, accurately and eff ectively on a wide range of general, 
academic, vocational or leisure topics, marking clearly the relationships between ideas. 
Can communicate spontaneously with good grammatical control without much sign of 
having to restrict what he/she wants to say, adopting a level of formality appropriate to 
the circumstances.
Can interact with a degree of fl uency and spontaneity that makes regular interaction, 
and sustained relationships with native speakers quite possible without imposing strain on 
either party. Can highlight the personal signifi cance of events and experiences, account 
for and sustain views clearly by providing relevant explanations and arguments. 

Table 8: The B2 descriptors from the CEFR scales ‘Overall Written 
Interaction’ and ‘Correspondence’ (Council of Europe 2001:83)

Overall Written Interaction

B2 Can express news and views eff ectively in writing, and relate to those of others.

Correspondence

B2 Can write letters conveying degrees of emotion and highlighting the personal 
signifi cance of events and experiences and commenting on the correspondent’s news and 
views.
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inappropriate. It is clearly very likely, however, that a candidate who can 
write extensively at the level can also produce shorter texts.

Reading

Independence
An FCE candidate has to utilise strategies for dealing with unfamiliar 
words and phrases; has to be able to deal with a wide range of topics and 
approaches. FCE Reading does not test the use of reference sources.

Broad active reading vocabulary
FCE Reading texts cover a wide range of topics. An FCE candidate needs 
a lexical range of at least that outlined in Vantage level (Van Ek and Trim 
2001:114−139) with the obvious addition of lexical items relating to fast- 
changing areas (technology, for example) and some idiom. Low frequency 
items do occur but the FCE candidate can employ strategies to ignore the 
word or phrase (redundant) or guess its meaning if it is deemed important 
to the task. In the FCE Sample Reading paper Part 1, ‘ivy’ might cause dif-
fi culty but, together with the paraphrase in the question, the candidate can 
work out its meaning from the context (grew untidily over . . . climbing up to 
. . .). Other low frequency lexical items at this level (e.g. ‘dispersed’, ‘clatter-
ing’) play no role in the key to questions and an FCE candidate has acquired 
strategies to enable them to decide ‘whether closer study is worthwhile’.

Adapting style and speed of reading
FCE Reading Part 1 tests detailed reading of a long text and requires deduc-
tion. FCE Reading Part 2 tests detailed reading of a shorter, more factual 
text. FCE Reading Part 3 tests the scanning of four short texts to locate spe-
cifi c information (within the time limit of the Reading paper).

Listening
FCE Listening tasks test whether candidates can identify the main points of 
longer texts. It is, therefore, likely that the candidates would be able to follow 
the essentials (but not necessarily the details) of lectures etc.

Table 9: The B2 descriptor from the CEFR scale ‘Overall Reading 
Comprehension’ (Council of Europe 2001:69)

Overall Reading Comprehension

B2 Can read with a large degree of independence, adapting style and speed of reading to 
diff erent texts and purposes, and using appropriate reference sources selectively. Has a 
broad active reading vocabulary, but may experience some diffi  culty with low frequency 
items.
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FCE Listening Part 1 tests whether candidates can understand a range 
of short texts (e.g. from radio documentaries and features, instructions, lec-
tures, news, public announcements, discussions, interviews, radio plays, etc.) 
with a variety of focuses (e.g. gist, detail, purpose, attitude, opinion, topic, 
situation, agreement etc.) delivered in a variety of accents.

FCE’s graphical CEFR profi le
Figure 3 presents a graphic representation of the relationship of FCE to the 
levels of the CEFR as it emerged from the descriptions provided in Forms 
A8−A23. Figure 3 presents a uniform B2 profi le across all components of 
FCE. This refl ects FCE’s test construction specifi cations which target one 
CEFR level: B2. FCE is constructed so as to exhibit a narrow range of item 
and task diffi  culty in order to test learner ability at B2 level as accurately as 
possible. This, however, does not mean that FCE has a completely fl at CEFR 
profi le. For example, around 10% of the items in the Listening paper (three 
items out of 30) will be either at B1.2 or B2.2 level but overall all Listening 
items will average B2 level, not B1.2 or B2.2.

Finally, FCE is neither intended nor designed to cover all forms of lan-
guage functions described in the CEFR, e.g. spoken or written mediation. 
The length and components of the FCE exam are determined by the test 
takers’ characteristics and needs (see p. 35 of the Manual). For instance, 
the FCE candidature varies widely in terms of fi rst language, making fi rst 
 language mediation tasks impractical.

Refl ections on Specifi cation procedures
Refl ections here will focus on two aspects: the practical use of the forms 
and how information sought by the forms can be embedded within an 
 examination board practice.

Table 10: The B2 descriptor from the CEFR scale ‘Listening as a member of a 
live audience’ (Council of Europe 2001:67)

Listening as a member of a live audience

B2 Can follow the essentials of lectures, talks and reports and other forms of academic/
professional presentation which are propositionally and linguistically complex.

Table 11: The B2 descriptor from the CEFR scale ‘Listening to announce-
ments and instructions’ (Council of Europe 2001:67)

Listening to announcements and instructions

B2 Can understand announcements and messages on concrete and abstract topics spoken in 
standard dialect at normal speed. 
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A manual by defi nition should be concise (whatever its length) and practi-
cal with the process explained logically step by step. Its terminology must be 
consistent and unambiguous, concepts should be defi ned, information should 
be easily distinguishable from instructions, and outcomes should be clearly 
specifi ed. Above all, the target user must be considered at all times (Daldry 
2006). We will consider below the extent to which the pilot version of the 
Manual meets these criteria and suggest ways in which it could be improved.

Concerning conciseness and practicality, in its current form the Manual 
provides an overload of background information. This often obscures the 
practical steps of gathering this background information which may be avail-
able to end users in a variety of documentation, e.g. in handbooks for teachers, 
candidate leafl ets, or information provided on websites. Secondly, it is written 
in frequently dense prose with little attempt to guide the user by the use of 
layout conventions (e.g. bulleted lists, consistent and prominent numbering).

The practicality and conciseness could be improved as follows:
• By separating, with a simple referencing system, instructions which will 

form its main text from information sections which can be located in 
separate appendices. Lists of tables and forms should also be accessed in 
this way.
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Figure 3: Graphic profi le of the relationship of FCE to CEFR levels (Form 
A23, p. 63 of the Manual). The term Language Competence in the graph 
entails linguistic, socio- linguistic, pragmatic and strategic competence
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• The steps in the process should be bulleted and expressed using 
imperatives. Examples are needed for each step.

• The level of detail required on each form should be indicated. 
Currently, Form A6, for example, refers to feedback on the exam 
but does not indicate whether this is formal, informal, statistical or 
anecdotal.

• Forms, scales and tables should not be split over pages.
• Thought may be given to fi xing the electronic forms so that lines do not 

move when words are typed on them. Similarly, thought may be given 
to facilitating the use of lozenges electronically.

• Certain sections or parts of sections may not be applicable to a 
particular examination. The introduction of a ‘not applicable’ category 
would provide that indication. For instance, for papers with OMR 
marking most of the questions on Form A3 are not relevant, but 
currently there is no way of showing this.

Terminology is another area where the Manual would benefi t immensely 
from addressing issues arising. For example, what is the diff erence between 
a ‘communicative task’ and a ‘communicative activity’? What is the dif-
ference between a ‘content category’ and a ‘communication theme’? The 
references pointing to the CEFR are not helpful in these cases and may 
result in unhelpful repetition on the forms and/or confusing assumptions. A 
defi nition of terms or glossary would lead to greater clarifi cation. Similarly, 
brief illustrative examples would be useful in avoiding overlap of informa-
tion. Thought may be given to standardising the use of terminology (e.g. 
Form A3: rating grid/rating scale; performance in test/test performance; 
aspect of task/aspect of test performance; marker/rater). Cross referencing 
to Vantage level when working with a B2 level examination is essential. 
However, due to a lack of shared terminology, this process may prove to be 
time- consuming.

An issue that needs clarifi cation is the target audience of the Specifi cation 
forms which infl uences the style and, possibly, the level of detail disclosed. 
For example, is the user of the Manual to assume any shared knowledge 
of the examination being analysed or should there be extensive referencing 
to item- types and detail of content? Although sometimes the information 
required is factual, at other times the required information might not cur-
rently be in the public domain, for example details of grading (Forms A3−
A4) or data analysis (Forms A5−A6). The forms also appear to record much 
information that overlaps with itself. The idea behind the graphical profi le 
of Form A23 is clear but thought must be given as to how this form can be 
expanded to include all columns necessary for an examination testing four 
skills, such as FCE.

We will now move on to discuss how the information required by the 
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Manual can be embedded within an examination board practice. The 
Manual Specifi cation forms aim at providing:

i(i)  a general and detailed description of the examination content with 
regard to issues of test development, marking, grading, data analysis, 
results reporting and rationale for decisions (Forms A1−A7)

(ii)  mapping of the examination content onto the CEFR (Forms A8−
A23) along individual and integrated skills as well as the language 
competence required by the examination.

Cambridge ESOL already makes available the information outlined in (i) 
in relation to FCE via internal documents, such as item writer guidelines, 
routine test production documentation, standard operational procedures for 
exam production, and grading manuals, as well as via publicly available doc-
uments, including the FCE Handbook and annual reports on FCE perform-
ance which can be accessed through the Cambridge ESOL website. These 
documents describe the objectives and the content of the FCE and explain 
how they are implemented.

Mapping an exam onto the CEFR, as envisaged in the Manual, cor-
responds to the planning and design phases of the FCE, and in general 
Cambridge ESOL’s test development model (for a detailed description of 
the model see Saville 2003). In these phases, test specifi cations are produced 
linking needs to requirements of test usefulness and to frameworks of refer-
ence such as the CEFR. Decisions are made with regard to item types, text 
features, range of topics etc. Task design and scale construction take place 
which include explicit CEFR reference. This is documented in research pub-
lications (e.g. Khalifa and ff rench 2008 on the comparison of the CEFR and 
the FCE Speaking scales; Galaczi and ff rench 2007 on the revised Speaking 
assessment scales for Main Suite and BEC), examiner instruction booklets 
and item writer guidelines, and is fed back to examiners and item writers via 
training and co- ordination sessions.

The mov e towards further clarifying how the FCE (and the other Main 
Suite examinations) defi ne and operationalise reading, listening, speak-
ing and writing constructs in terms of, among other things, the CEFR is 
currently being documented in this UCLES/Cambridge University Press 
series Studies in Language Testing (e.g. Shaw and Weir 2007, Khalifa and 
Weir 2009). One of the key questions addressed, for example in the volume 
Examining Writing (Shaw and Weir 2007) is ‘what are the criterial diff erences 
in terms of contextual parameters when assessing writing at the diff erent 
CEFR levels?’. Further explicit reference to the CEFR is being introduced 
into the FCE processes over time where this serves to complement or clarify, 
for example when the FCE is revised and updated.
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Conclusion
This paper has provided refl ections on the piloting of the Manual 
Familiarisation and Specifi cation procedures with an examination which 
already has an established connection with the CEFR, the FCE. More 
importantly, it has also shown how the Manual procedures can be comple-
mented with non Manual activities which are in line with the aims of the 
Manual but more appropriate to an examination’s context (here the FCE 
context) and how best they can be incorporated in FCE test development and 
validation processes as a means of maintaining the FCE−CEFR alignment. 
Ways of maintaining an exam−CEFR linkage, once a linking argument has 
been built, are not discussed in any detail in the current form of the Manual 
and we would welcome a more thorough treatment of this issue in the revised 
version.

We hope that this study has demonstrated that there are a number of ways 
of constructively using and complementing the Manual activities not only to 
build a linking argument but also to maintain it. As the regulatory function 
of the CEFR gathers pace, there is a risk that the Manual will become more 
prescriptive, which would be to the detriment of language testing and users of 
the results. We believe that the strength of the Manual lies, above all, in off er-
ing valid but also fl exible linking procedures to ensure its ecological validity 
and a signifi cant contribution to the fi eld of language assessment.
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Appendices

Appendix 1: Workshop Programme
Programme of the CEFR Familiarisation and Training workshop,
Cambridge, Friday 16 November 2007

9.30−10.00 Coff ee and refreshments
10.00−10.15 Welcome and Introduction

CEFR Familiarisation
10.15−11.00 The origins, aims and nature of the CEFR
 The CEFR and Cambridge ESOL exams
 Using the CEFR to describe language exams
11.00−11.30 Coff ee break
11.30−12.10  How the CEFR scales work: (i) Speaking, (ii) Writing, (iii) 

Reading & (iv) Listening (Descriptor- sorting) – four parallel 
sessions, one for each skill

12.10−13.00 Group discussion

13.00−14.00 Lunch break

CEFR Training
14.00–15.30  Using the CEFR to assess sample (Speaking and Writing) 

 performances and (Reading and Listening) tasks (Rating 
activities) – four parallel sessions, one for each skill

15.30–16.45 Group discussion
16.45−17.00 Closing remarks
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Appendix 2: A sample page from a Cambridge ESOL CEFR 
Induction Worksheet

CEFR: Its aims, uses and nature
Please consult the CoE’s website on the CEFR [No 1 in the Materials list 
above] and answer the following questions.

1. In your own words what is the CEFR and what are its main aims?
......................................................................................................................
......................................................................................................................

2. To whom and why may the CEFR be of interest?
......................................................................................................................
......................................................................................................................

3. How many language versions of the CEFR currently exist?
......................................................................................................................
......................................................................................................................

Now please read pp. 1−2, 5−8 of the CEFR [2 in the Materials list], and 
answer the following questions.

4. Name two practical uses of the CEFR.
......................................................................................................................
......................................................................................................................

5.  Why is the CEFR of interest for an assessment board such as Cambridge 
ESOL?

......................................................................................................................

......................................................................................................................
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Barry O’Sullivan 
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Abstract
Bilkent University School of English Language is linking its profi ciency 
examination, the Certifi cate of Profi ciency in English (COPE) examina-
tion, to the Common European Framework of Reference for Languages 
(CEFR). In order to achieve this, a project framework was designed which 
closely follows the guidelines set out in the preliminary draft of a Manual 
for Relating language examinations to the Common European Framework 
of Reference for Languages (Council of Europe 2003). This report presents 
the case study and the initial fi ndings from the familiarisation, specifi cation, 
standardisation and empirical validation stages of the project and includes 
refl ections on the use of the Manual.

Purpose and context of the project

Background
Bilkent University, Ankara, Turkey, teaches in the medium of English. 
Students enrolled in the university who do not meet the required profi ciency 
level of English to start their degree courses take English courses at the School 
of English Language (BUSEL). BUSEL produces and administers Bilkent’s 
profi ciency exam, the Certifi cate of Profi ciency in English (COPE). Taken 
each year by approximately 3,000 students, the COPE is a high- stakes exam 
which determines whether students have the English language  profi ciency 
required for degree courses.

4
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Goals
The ‘COPE linking project’, initiated in July 2006, aimed to link the exam 
to the CEFR at B2 level, thus strengthening the validity claim of the exam 
and meeting one of the principal aims of the CEFR, viz. to ‘facilitate the 
mutual recognition of qualifi cations gained in diff erent learning contexts and 
accordingly (will) aid European mobility’ (Council of Europe 2001:1).

Relevance to national policy
The linking project supports political initiatives in Turkey, namely partici-
pation in negotiations to join the European Union, and the 1999 Bologna 
Declaration, which aims to facilitate mobility of students in the context of 
higher education. Turkey aligns itself strongly with European educational 
norms and practice. For example, schools are adopting the European 
Language Portfolio (ELP) and becoming more versed with the principles 
embodied in the CEFR initiative.

The COPE examination
The COPE exam, fi rst set in 1990, was originally a general English lan-
guage profi ciency test. Since its inception, the exam has been modifi ed and 
developed in line with practices in the fi eld of profi ciency testing. In par-
ticular, it has moved away from an emphasis on discrete point testing of 
grammar and vocabulary to a skills- based approach, approximating more 
the real life conditions the candidates will be exposed to. Major revisions 
took place between 1997 and 1998, followed by a further 2- year revision 
process between 2002 and 2004. The second period incorporated the use 
of the Rasch measurement model based on Item Response Theory (IRT) 
(Baker 1997, Hambleton, Swaminathan and Rogers 1991), and the extended 
Rasch model for dichotomous data by Linacre (1989). IRT is now used for 
anchoring, post test analysis and item banking, addressing a key concern 
of Alderson’s (see Council of Europe 2003:66): ‘if each time a new form of 
examination is produced, it varies according to content and diffi  culty, it is 
very diffi  cult to compare the examination to the CEFR since the examina-
tion does not present a stable standard.’ Minor modifi cations in 2005 based 
on Weir’s Validation Framework (2005) led to a more fully developed set 
of test specifi cations and it was now felt that the exam had reached a stage 
whereby it would be meaningful and appropriate to link it to an external 
benchmark such as the CEFR.

The COPE consists of four papers: reading, writing, listening and lan-
guage – a speaking exam has been developed to refl ect CEFR level B2 and 
is awaiting implementation. The linking study focuses on the work that has 
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been carried out to date on writing, reading and listening, details for which 
are provided in Appendix 1.

Reliability and validity evidence
Weir’s framework views validity as a unitary concept and evidence of the 
validity of an exam must be gathered at all stages from initial development 
to post test analysis. Based on Weir’s framework, the COPE has considered 
evidence of validity throughout the whole linking process. The test specifi ca-
tions refl ect the BUSEL preparatory school syllabus with its skills based con-
struct and tests are written to refl ect these. New items are normally trialled 
and tests are composed of new and banked items, which serve as anchor items 
to place each version of the test onto a common scale. Detailed invigilation 
instructions are produced in booklet form to ensure uniformity of adminis-
tration and special needs candidates are catered for as required by university 
and national regulations. A rigorous standardisation of raters is carried out 
and double marking is standard procedure. Standard setting is based on both 
Classical Test Theory and Item Response Theory analysis, that is carried out 
prior to setting the cut score. In order to ensure that all candidates have been 
fairly treated, borderline remarking is carried out whereby all candidates 
who fall short of the cut score by 10 points have their papers re- marked.

Project design

Scope
The COPE linking project closely followed the methodology described in 
the preliminary draft of a Manual for relating examinations to the CEFR 
(Council of Europe 2003) (henceforth referred to as ‘the Manual’) and all 
four interrelated stages – Familiarisation, Specifi cation, Standardisation and 
Empirical Validation – were undertaken.

Participants
The make- up of the panel of judges and the quality of the judgements made 
are determining factors in the success of a linking project. The Manual advo-
cates a group composed of a minimum of 10 people to act as judges through-
out the linking process. The COPE linking project group was formed from 15 
members of BUSEL, fi ve of whom had some familiarity with the CEFR, and 
included representatives from all parties in the school from senior managers 
to teachers. The project was developed and led by two of the group members 
who were closely involved in the development and production of COPE. 
The project leaders led the familiarisation, specifi cation and standardisation 
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sessions and also participated in the activities and acted as judges in standard 
setting. External experts were brought in at diff erent stages in order to have 
an outsider perspective and to guard against  institutional bias.

Familiarisation stage (Chapter 3 of the Manual)
The familiarisation stage followed the activities suggested in the Manual, 
supplemented by a number of in- house prepared materials, including short 
tests, referred to as quizzes. The nature of the group and its relative inexpe-
rience in using the CEFR led to the decision to extend the familiarisation 
activities over a period of eight months.

An important element of the familiarisation stage is the empirical valida-
tion of the judges. Table 1 presents an analysis of the principal tasks used in 
the familiarisation stage, providing evidence on both the consistency of the 
judges while working with the CEFR descriptors and their level of famili-
arity with the CEFR framework. Data was gathered and analysed through 
Cronbach Alpha, Intraclass correlation coeffi  cient (ICC) and Pearson cor-
relations as well as FACETS, based on the many- facet Rasch model (Linacre 
1989) enabling the comparison of the facets involved in the familiarisation 
activities, viz. the descriptors in the scales and the judges’ performance. 
Scores from Alpha, ICC and Pearson correlation indices presented in Table 
1 show that the judges performed successfully in the familiarisation tasks. 
However, FACETS outcomes are diffi  cult to interpret. In terms of the fi t 
statistics, the mean infi t values are within the acceptable range as an infi t 
of between 0.4 and 1.2 for raters’ performance is considered reasonable by 
Linacre and Wright (1994). In order to accurately interpret the reliability, on 
the other hand, it is crucial to indicate here that the Rasch reliability index is:

. . . a rather misleading term as it is not an indication of the extent of 
agreement between raters (the traditional meaning of reliability indices 
between raters) but the extent to which they really diff er in their level 
of severity. High reliability indices in this table indicate real diff erences 
between raters, not in their overall ranking of candidates, but in the 
actual levels of scores assigned to them (McNamara 1996:140).

Therefore, the reliability index needs to be low for raters, that is, judges in 
our context (Linacre 2007:149). Here, however, this is not the case and it con-
tradicts the raw data where the judges seem to have misplaced only one or 
two descriptors. A possible conclusion is that the raw data was almost perfect 
and slight drifts became big deviations in the analysis. This is also refl ected 
in the reliability indices. In order to ensure reliability, monitoring and train-
ing of the judges continued throughout the specifi cation and standardisation 
stages. 
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Specifi cation stage (Chapter 4 of the Manual)
Phase 1 of the specifi cation stage required a general description of the exam, 
using Forms A1−A8 which are provided in the Manual. These were fi lled in 
by the project leaders as not all the details required were known by the other 
project members. In phase 2, the detailed description of content in relation to 
the CEFR, and the descriptive sections of the specifi cation forms that were 
relevant for the COPE exam (A9, A10, A14, A19, A21) were also fi lled in by 
the project leaders but no CEFR levels were assigned. It was decided that for 
reliability purposes, the CEFR level for each paper would be assigned by the 
CEFR project group members during the specifi cation session.

During the specifi cation session, forms A9 (listening comprehension), 
A10 (reading comprehension) and A14 (written production) were looked 
at by the group. Terminology was discussed to ensure a shared understand-
ing of the CEFR’s ‘action- oriented approach’ to language learning (Council 
of Europe 2001:9). Once this had been agreed, the assigning of the level for 
each skill was carried out by looking at the COPE, the test specifi cations and 
the CEFR descriptors. This was undertaken individually, followed by whole 
group discussion until a level consensus was reached. The group showed a 
100% agreement on the level of listening comprehension and written produc-
tion, and a 90% agreement for reading comprehension. Time constraints, 
and the perceived complexity of the forms for aspects of communicative lan-
guage competence, led to the decision for group members to fi ll in the forms 
in their own time. This turned out to be a complex task and as a result, the 
forms were returned to  individual group members several times before fi nal 
agreement could be reached.

The results of the specifi cation stage are summarised in Appendix 2, using 
a graphical profi le. They support the initial assumption that the COPE exam 
is generally at B2 level. The listening paper falls into the higher end of the 
B2 scale, particularly with reference to the scale for listening to audio media 
and recordings, whereby candidates have to be able to identify speakers’ 
viewpoints and attitudes as well as information content (B2+). The slightly 
higher profi le for linguistic and strategic competence in reception compared 
to production is not unexpected given that students are in a non- English 

Table 1: Agreement and consistency of judges – familiarisation activities

Global Read. Listen. Writ. Qz 1 Qz 2

Alpha .9935 .9970 .9974 .9977 .9734 .9695
ICC .9935 .9970 .9974 .9977 .9734 .9695
Pear. Corr. 1.000 1.000 .9977 1.000 .7950 .7950
Mean Infi t .70 .76 .85 .62 .83 .92
Reliability 1.00 1.00 1.00 1.00 .43 .51



Benchmarking a high- stakes profi ciency exam

107

speaking environment. For example, they have a broad lexical repertoire 
and can understand idiomatic expressions and colloquialisms (C1) but are 
unable to reproduce this high level of linguistic competence for written pro-
duction. In the socio- linguistic band, found to be relevant only for the listen-
ing paper, students were placed lower due to the fact that they can recognise 
salient politeness conventions (B1 level) but are unable to keep up with fast 
and  colloquial discussions (B2 level).

Standardisation stage (Chapter 5 of the Manual)

Standard setting methods
The Examinee- Paper Selection Method was used for the standard setting of 
the writing paper as it is considered to be the most suitable for polytomously 
scored performance tasks and because standard-setting decisions are based 
on actual examinee papers (Hambleton, Jaeger, Plake and Mills 2000). Both 
the original Angoff , also known as the Footnote method, and the Yes/No 
method, an Angoff -based method modifi ed by Impara and Plake (Cizek and 
Bunch 2007), were employed for the reading and listening paper standard 
setting. The two Angoff - based methods were chosen as they are not only the 
most widely used and most thoroughly researched standard- setting methods 
but are ‘well suited for tests comprising multiple choice format items’ (Cizek 
and Bunch 2007:82). The use of two distinct methods allowed for poten-
tially diff erent cut scores and comparison of these, which contributed to the 
 reliability of the established cut score.

Training of judges
The judges underwent an extensive familiarisation stage before being called 
upon to act as judges, and the degree of the judges’ internalisation of the 
CEFR was monitored until it became clear that they were ready to move on 
to standardisation. Prior to standard setting, the judges were further trained 
by using the CEFR calibrated samples provided by the Council of Europe.

Table 2 presents data regarding agreement and consistency among 
the judges in the training stages of each standard-setting panel. The types 
of indices provided in this table demonstrate that the writing and reading 

Table 2: Agreement and consistency among judges – standard setting

Writing Reading Listening

Alpha .8499 .9791 .9011
ICC .8015 .9773 .8989
Pear. Corr. .373 .782 .456
Mean Infi t .76 1.00 .93
Reliability .00 .00 .67
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training sessions were clearly successful with very high alpha, ICC and Rasch 
reliability values with the exception of the listening paper. Further training 
was carried out until the group reached consensus on the levels allocated for 
the calibrated samples.

Standard-setting procedures
Although diff erent standard-setting methods were used for productive and 
receptive skills, the procedures followed were similar and cyclical, as illus-
trated in Figure 1. Judges were fi rst asked to analyse the performance samples 
or items individually and answer the standard-setting question relevant to the 
method used as described above. Individual judgements were then entered 
onto an Excel sheet and the collated results shared with the judges. The infor-
mation consisted of mean ratings for each sample or item, standard devia-
tion indices, and the ratings of each judge. This was followed by a group 
discussion of the aggregated results where raters had a chance to justify their 
ratings. After the discussion, in order to inform the decision making process 
for round 2, the judges were given live test data showing how these same items 
performed under exam conditions. In addition to the procedures followed in 
Figure 1, at the end of each round judges were asked to indicate their con-
fi dence level in their judgements for each of the performance samples/items 

Writing
3 Rounds

Reading &
Listening
2 RoundsIndividual

Analysis

Group
discussion of
aggregated

results

Presentation
of

live test data

Collation &
Presentation
of individual
analysis data

Figure 1: General procedures followed in the standard-setting sessions for all 
skills
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(Hambleton and Plake 1995) so that extra information could be collected 
regarding the reliability of the standard-setting process.

Results of standard setting
The consistency of the judges was demonstrated using Cronbach Alpha and 
the Pearson correlation. The agreement was demonstrated using intraclass 
correlation coeffi  cient (ICC), which shows to what extent the average rater 
agreed with all others. Kaftandjieva (Council of Europe 2004:23) points out 
that correlational analyses are not appropriate for standard-setting purposes 
as ‘it is possible to have a perfect correlation of ± 1.00 between two judges 
with zero- agreement between them about the levels to which descriptors, 
items, examinees or their performances belong’. Therefore, consistency and 
agreement among judges are also reported using multi- faceted Rasch (MFR) 
analysis, which looks at a score based on a number of facets. In this case, the 
facets involved are the samples, judges and the CEFR scales. Lord’s 1983 
suggestion that Rasch is the most appropriate IRT model for small data sets 
supports the decision to use MFR (in Baker 1993:204). The data in Tables 
3, 4, 5 and 6 shows that the standard-setting sessions were successful. Table 
3 presents information about the agreement and consistency of the judges. 
Alpha and ICC were clearly acceptable in all the standard-setting sessions. 

Empirical validation stage (Chapter 6 of the Manual)
The empirical validation stage has been ongoing and therefore, limited evi-
dence regarding the internal and external validity of June 2008 COPE is pre-
sented here. The fi rst type of evidence comes from the live exam itself. Table 
4 presents the descriptive statistics for the reading and listening papers from 
the live running of the exam. It can be seen that the mean for the reading 
paper is slightly below the cut score established at the standard-setting, which 
is 21, and that of the listening paper is almost the same as the standard setting 
decision, which is 16. Both papers have acceptable diffi  culty and point bise-
rial values with moderate reliability. The population for the June administra-
tion is truncated as the candidates tend to be from the BUSEL programme. 
This would account for the relatively low reliability values reported here 

Table 3: Agreement and consistency of the judges

N Alpha ICC Pear. 
Corr.

Mean 
Infi t

Reliability Av. Confi d. 
Level

Writing 11 .9963 .9704 .946 .47 .00 3.40
Reading – Yes/No 10 .7901 .7920 .313 1.02 .32 3.44
Reading – Angoff 10 .9223 .9217 .286 .94 .87 3.22
Listening – Yes/No 11 .9347 .9347 .566 .97 .31 3.41
Listening – Angoff 11 .8946 .8946 .459 .96 .81 3.33
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(the average reliability values for COPE over the past four years are 0.79 for 
reading and 0.78 for listening).

The second type of evidence is based on teacher judgements. As a prelimi-
nary study, two months before the exam was administered, three members of 
the project group were asked to assess a small sample of students and assign 
CEFR levels in skills and language competence. This sample was too small 
to make solid statistical statements about the cut score but it does allow for 
moderate approximations. The results were promising, as shown in Table 
5. This small scale study shows a 70.83% agreement (17 students out of 24) 
between the classifi cations based on the test performance interpreted using 
the estimated cut score from the standard-setting stage of the project and on 
the criterion, which is the teacher assessment of student ability.

The third type of evidence provided is a result of the correlations between 
judges’ estimates of reading and listening item diffi  culty established in the 
standard-setting sessions and the actual diffi  culty values of those items from 
the June administration. Table 6 indicates that there were acceptable correla-
tions between the judges’ estimates and the true diffi  culty values of the items. 

Table 4: Descriptive statistics for reading and listening

N: 948 READING PAPER
(out of 35)

LISTENING PAPER
(out of 30)

Mean 18.652 15.858
Variance 20.721 14.981
St. Dev. 4.552 3.871
Skew −0.061 0.087
Kurtosis 0.155 0.156
Min 3 0
Max 32 28
Median 19 16
Alpha 0.667 0.603
SEM 2.629 2.437
Mean P 0.533 0.529
Mean Item- tot 0.283 0.282
Mean Biserial 0.375 0.375

Table 5: COPE–CEFR standard-setting decision table

Test (Item Bank)

C
ri

te
ri

on
 

(t
ea

ch
er

s)

Below B2 B2 Above B2 Total
Below B2  9  2 11
B2  5  8 13
Above B2 0  0

Total 14 10 0 24
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Refl ections on the use of the draft Manual

Issues encountered
Setting up the CEFR project group
The Manual stipulates that the CEFR project group should be composed 
of people who have experience in diff erent fi elds such as syllabus design, 
test specifi cation writing, assessing productive skills, language testing, item 
writing, standard setting and the co- ordination and training of groups 
of teachers and examiners (p. 66). Forming a team which meets such cri-
teria would present a challenge to any organisation. The Manual seeks to 
encourage networking, both local and international, in the linking process. 
However, international networking, which involves bringing people into the 
institution, has proved time consuming and costly, even in a context with 
good international connections. Local networking has been challenging 
due to the diffi  culty of fi nding people in the Turkish university sector who 
have worked with the CEFR. It would appear that the Manual is somewhat 
unrealistic in terms of the availability of expertise within any regular edu-
cational organisation. The solution in our context was to form an internal 
group of 15 experts who underwent an 8- month CEFR training period prior 
to  commencing the project.

Familiarisation
The success of any linking project depends on how reliable the judgements 
are. The data from the familiarisation activities indicated that the judges were 
quite familiar with the CEFR and shared a common understanding of the 
CEFR as an educational policy. In particular, they had a clear notion of what 
the B2 level entails. To reach the level of familiarisation required to proceed 
to the specifi cation and standardisation stages was a lengthy process and the 
proposed schedule in the Manual is unhelpful, particularly when the group is 
relatively inexperienced in terms of the CEFR. Although the familiarisation 
activities suggested were useful, it was found to be far more meaningful and 
the CEFR levels were more clearly understood when they were applied in 
context, that is when familiarisation moved on to working directly with the 
COPE itself and with the Council of Europe recommended exemplar tasks 
(Council of Europe 2005). In our experience, real familiarisation comes with 

Table 6: Correlations between judge estimates and item diffi  culty values

Correlations Yes/No Method Angoff  Method

Judge estimates and item diffi  culty for listening 0.56 0.63
Judge estimates and item diffi  culty for reading 0.51 0.49
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the standardisation. This was particularly evident with the reading paper, the 
standard setting for which had to be carried out over fi ve sessions, with the 
end result being a shared understanding of the B2 level in particular.

Specifi cation
All members of the group were involved in the specifi cation stage and this 
was successful in terms of completing the forms for reading, listening and 
writing. However, before the forms could be fi lled in, lengthy discussion was 
held in order to clarify terms such as the diff erence between a task and an 
activity. Although the Manual does not actually stipulate that these forms 
should be fi lled in by the whole group, it was, nevertheless felt to be a valu-
able training exercise and was more reliable as the specifi cation forms were 
looked at from multiple perspectives and not only from a testing point of 
view. A signifi cant problem was felt to be with the forms of communicative 
language competence which had to be sent out to the participants twice. It 
soon became clear that individual judgement outside of a formal session 
could not be relied upon as it was diffi  cult to get agreement without whole 
group discussion. The time constraints hindered the process and it was not 
always possible to rely on work being done outside of the session. The issue 
was only resolved by holding a further specifi cation session to complete 
the forms. Despite the initial problems, however, this was a very benefi cial 
exercise to carry out, allowing as it does, for a very thorough inspection of 
the exam in question. As a result of specifi cation, minor modifi cations were 
made to the COPE test specifi cations.

Standard setting
The procedure outlined in the Manual presents a rather linear process. 
However, in our experience, this was far from being the case, epitomised by 
our repeated eff orts to set a cut score for the reading paper as mentioned in 
the previous section.

There was also the issue of using more than one standard-setting method. 
This decision was taken due to our lack of experience with standard- setting 
methods and the need to fi nd the most suitable method for our specifi c 
context. The initial standard-setting session for the reading paper involved 
the use of three diff erent methods (Basket, Angoff  and Yes/No) and this 
proved to be too much for many of the judges, requiring as it does a diff er-
ent mind- set each time a diff erent method is employed. Based on this experi-
ence, the subsequent standard-setting sessions for both reading and listening 
employed only two methods. It was decided that the Basket method should 
not be used as it was not based on the defi nition of the least able B2 candidate 
used by the other two methods, and is not suitable where a single level and 
cut score are required. Of the two methods employed, the use of the Angoff  
method caused diffi  culty for some of the judges who found it hard to make 
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decisions based on the question ‘what is the probability of the least able B2 
candidate getting this question correct?’. The Angoff  ratings also proved to 
be less reliable in terms of the FACETS reliability indices presented in Table 
3. Therefore, it would appear to be more reliable, at least in our experience, 
to base the cut scores of dichotomously scored receptive papers on the Yes/
No method results.

As is advocated in the Manual, a number of CEFR calibrated writing 
scripts were chosen for the purpose of training the judges. Three samples were 
taken from Cambridge ESOL and one sample from IELTS. Although the 
Cambridge ESOL samples are benchmarked to the CEFR, they are diffi  cult 
to relate to the academic context, in particular the short letter format. Thus 
an IELTS sample was included based on the claims in a guide which suggests 
a link between scores on the IELTS Writing paper and the CEFR descrip-
tors (Taylor 2004). The reading and listening samples were less problematic 
and the group made use of DIALANG, Cambridge ESOL and the Finnish 
Matriculation samples (Council of Europe 2005). The Finnish matriculation 
samples were found to be particularly useful and appropriate for our context 
as they have items at diff erent levels for one text, similar to the COPE reading 
and listening papers which have an item range for a single text from B1 to C1 
level.

Empirical validation
The empirical validation stage of a linking study, as presented in the 
Manual, has two main parts; internal validation and external validation. 
Empirical validation is seen as confi rming the claims formulated through the 
Specifi cation and Standardisation stages (p. 100) and comes at the end of this 
linear process of linking. However, it was our experience that every stage of 
the linking process is a learning experience which requires going back to pre-
vious stages and making modifi cations. Therefore, the entire linking project 
should be recognised as being a cyclical process. Standardisation in particu-
lar is a stage where participants get a chance to work with concrete samples 
refl ecting CEFR levels with written justifi cations which help them under-
stand, for instance, the key features of B2 level items, tasks or text levels. Such 
an activity helps participants deepen their familiarity with the levels and this 
new understanding of the levels may confl ict with the premature understand-
ing they may have demonstrated at the specifi cation stage. Therefore the par-
ticipants may feel the need to make modifi cations to the specifi cation forms 
– something which actually occurred in this project,  particularly in relation 
to the writing paper.

The cyclical nature of the linking process also comes into play while col-
lecting evidence regarding the validity of the linking claim. This suggests that 
validation should not be left to the end of the process. Part of the evidence 
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on the validity of the claim results from the data accumulated on the quality 
of each of the stages in the linking process. Starting from the familiarisation 
stage, data needs to be gathered so as to provide evidence on how well each 
stage was carried out. In fact, we would argue that the linking procedure 
itself is a key element of validation in which evidence of level and quality are 
seen as contributing signifi cantly to the validation argument.

Limitations and future work
One limitation to the study undertaken was the limited number of COPE 
writing samples that were chosen. Two days of discussion and training only 
allowed the group to look at fi ve scripts. This may be too small a sample to 
make any strong claim that a band 3 COPE paper (out of 5) is equivalent to 
B2. This will be remedied in the near future where the intention is to look at a 
much broader range of samples and to determine what COPE bands 3, 4 and 
5 mean in terms of the CEFR.

While the initial work with teacher judgements was benefi cial as a prelimi-
nary study, we feel that a much larger sample would provide us with more 
stable and reliable data with which to confi rm the cut score. In fact, this work 
has already begun, with an expanded study scheduled for January 2009. Also 
in the future, we intend to use the benefi ts of the linking project to improve 
institutional familiarity with the target level. This in itself will, we believe, 
increase the validity claims of courses that are delivered to achieve the B2 
standard.

Impact
The COPE linking project has had an impact on the exam and the institution. In 
particular, following the linking process has allowed for minor modifactions to 
the production and delivery of the COPE. In terms of the writing paper, minor 
changes have been made to the prompts provided. As for the reading and listen-
ing papers, the detailed analysis of the relationship between text and questions 
has provided a deeper insight into item writing and what diff erentiates a ques-
tion aimed at B2 level candidates from that aimed at B1 or C1 level. This has 
now been incorporated into the test specifi cations for item writers.

In terms of its benefi t to the institution, one of the most positive aspects 
has been on the awareness raising of a group of 15 key members of the school 
who are now very familiar with the B2 level. This group of people will be 
used to disseminate the CEFR throughout the school and to train teachers 
who are working at the Pre Faculty level to ensure that teachers and students 
have a shared understanding of exit level required in BUSEL. There are plans 
to align the exams at lower levels in BUSEL and to plan full scale linking 
projects at B1 and A2 levels.
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Concluding comments
The project reported on here has already had a major impact on the 
COPE examination and on BUSEL. The level of the examination is now 
far clearer than previously understood while the quality of the papers has 
also improved due to the increased professionalisation of the writing and 
delivery process. The impact on the institution is, to date, unclear. However, 
anecdotal evidence suggests that there have been improvements to the way 
in which assessment is viewed within the school and, perhaps more impor-
tantly, the project has contributed signifi cantly to our conceptualisation of 
the B2 learner.

Any linking project is a major undertaking, and it has been our experi-
ence that the real benefi t to an institution undertaking such a project is the 
embedding of the culture of quality and standards into the institution itself, 
an integral element of organisational learning (O’Dwyer 2008).
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APPENDIX 1 
Table 1: Writing paper

Aim To test the ability to produce an extended piece of meaningful and 
appropriate discourse in response to a given prompt. 

Objectives 
tested

Comprehension of a given prompt. Production of accurate, fl uent, 
appropriate and coherent prose. Clear organisation and prioritisation of 
ideas. Justifi cation of a viewpoint through the provision of supporting 
detail and examples.

Duration 60 minutes.
Word limit 350 words.
Task A choice of two topics – a written prompt of approximately fi ve lines.
Criteria Scale of 5 − Holistic criteria with a focus on content, organisation, 

grammar and vocabulary. Band 3 is considered as the pass grade.
Marking 
procedures

Standardisation sessions take place before each exam marking. Double 
marking is done. In cases of discrepancies the fi rst and the second 
raters are asked to discuss the grades together and reach a decision. If 
agreement cannot be reached the moderator is consulted and makes the 
fi nal decision. Borderline remarking is also carried out and any candidate 
who fails to meet the overall cut- off  score for the exam has their writing 
paper re-marked.

Training and 
monitoring 
raters

A core group of 18 people make up the COPE writing marking team. 
They were initially chosen based on prior rating experience and were 
trained over a period of time. After each marking session, IRT analysis 
is carried out to monitor rater performance. FACETS Rater reliability 
coeffi  cient: .92 (June 2007) and .97 (September 2007).

Table 2: Reading paper

Aim To test the ability to comprehend and interpret directly stated and/or 
inferred information from a reading text.

Objectives 
tested

Reading carefully for global and local comprehension. Propositional 
inferencing.

Duration 1 hour 15 minutes.
Tasks Six reading texts with a total of 35 questions.
Criteria 1 point for each correct answer.
Marking 
procedures

Machine scored as all responses are multiple choice.

Table 3: Listening paper

Aim To test the ability to comprehend and interpret directly stated and/or 
inferred information from a reading text.

Objectives 
tested

Listening carefully for global and local comprehension.

Duration 55 minutes.
Tasks Two listening texts (lecture style) with a total of 30 questions.
Criteria 1 point for each correct answer.
Marking 
procedures

Machine scored as all responses are multiple choice.
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APPENDIX 2 
Graphic profi le of the relationship of the COPE examination to CEFR levels
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Mapping the Advanced Level 
Certifi cate in English (ALCE) 
examination onto the CEFR

Nigel Downey and Charalambos Kollias 
Hellenic American Union and Hellenic American 
University, Athens, Greece

Abstract
This document describes the procedures conducted by the Hellenic American 
Union and the Hellenic American University to map the Advanced Level 
Certifi cate in English (ALCE) to the Common European Framework of 
Reference for Languages (CEFR), in accordance with the preliminary draft 
of a Manual for relating language examinations to the CEFR. The linking 
project was carried out following thorough familiarisation with the descrip-
tions of the levels as set out in the CEFR and with the linking procedures set 
out in the Preliminary Pilot Version (Council of Europe 2003). The result 
of the claim by specifi cation and standard setting suggests that the ALCE 
examination is targeted at the C1 level of the CEFR.

Case study report

Background, purpose and context of the linking project
The Advanced Level Certifi cate in English (ALCE) is a high- stakes stand-
ardised examination designed for candidates who require certifi cation of 
their competency in English as a foreign language at an advanced profi ciency 
level and is administered in Greece, Turkey and the Balkans. The exami-
nation is divided into four parts: a Listening Section of 40 multiple- choice 
items; a Grammar, Vocabulary and Reading (GVR) Section, comprising 40 
multiple- choice grammar items, 40 multiple- choice vocabulary items and 
20 multiple- choice reading items; one task from the Writing Section; and a 
Speaking Section lasting approximately 15 minutes. Each of the four sections 
has a separate cut- off  score, and receives equal weighting in the fi nal scoring. 
The overall pass/fail grade is awarded through aggregate scoring of the IRT 
weighted scores for the Listening and GVR Sections with the scores from the 

5
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Writing and Speaking Sections, and allows candidates a narrow fail in one 
section, provided their overall score is above the combined overall cut- off  
score.

Candidates who are successful in the ALCE examination obtain a certifi -
cate which documents their level of English for educational, occupational, 
public or personal purposes. For example, the ALCE certifi cate can be used 
as proof of language competence when applying to universities and colleges 
in Europe and further abroad, and it is recognised by the Greek Supreme 
Council for Civil Personnel Selection (ASEP) at the level of ‘very good 
knowledge’ (polu¿ kalh¿ gnw¿sh), and can therefore be used as language 
certifi cation for obtaining employment and promotion in both the public 
and private sectors in Greece.

The linking project was begun in order to assess the ALCE examination 
in terms of the levels defi ned by the CEFR. The ALCE examination was 
designed to bridge the gap between examinations claimed respectively to be 
at B2 and C2 level and had been extensively revised in the light of the CEFR 
scales and descriptors. It was therefore necessary to investigate whether the 
revised ALCE examination could be linked to the C1 level.

Design of the linking project and the instruments used
The project involved familiarisation with the CEFR and the descriptors of 
the levels, followed by a detailed analysis of the specifi cations of the ALCE 
examination in order to determine its correlation with the levels of the 
CEFR. This was then followed by the Standardisation Phase. These phases 
are explained below.

The linking project was carried out by a committee of 10 members, com-
prising eight item writers and two co- ordinators working for the Hellenic 
American University on the ALCE examination. Nine of the project members 
were holders of an MA in TEFL and all were teachers of EFL and teacher 
trainers, in addition to being testing specialists. Seven of the members had 
a native English speaker background and three were non- native  speakers. 
Throughout the linking process, the committee was advised by consultants 
from Cito, the Netherlands.

The project was divided into four phases, as proposed in the Preliminary 
Pilot Version of the Manual for Relating Language Examinations to the CEF 
(Council of Europe 2003, henceforth: the Manual): Phase 1: Familiarisation; 
Phase 2: Specifi cation; Phase 3: Standardisation; and Phase 4: Empirical vali-
dation. The fourth phase is planned for future research, and therefore this 
report will discuss the execution and results of the fi rst three phases only.
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Phase 1: Familiarisation
As suggested by the Manual (p. 6), an in- depth familiarisation with the 
content and levels of the CEFR was carried out before proceeding with 
further phases. The familiarisation involved a number of stages. These stages 
were carried out during a series of group sessions led by consultants from 
Cito, the Netherlands:

1. Project members studied copies of the Common European Framework 
and the Preliminary Pilot Version of the Manual prior to commencing 
the group sessions.

2. Project members carried out a group discussion on the aims, objectives 
and content of the CEFR, and its relevance to language teaching and 
testing.

3. The global scales defi ning the six levels were discussed and a jumbled list 
of the descriptors was then sorted and allotted to each level. A further 
discussion of the levels in the light of this process was then carried out.

4. A jumbled list of the overall descriptors for each of the sections – 
listening, reading, spoken interaction, spoken production and writing – 
was given to project members and was in turn sorted according to level 
and the results discussed.

5. Project members discussed the illustrative subscales for each of these 
sections, noting which subscales were most relevant to the content of the 
ALCE examination.

6. Finally, project members also sorted and discussed descriptors from the 
DIALANG scales.

Phase 2: Specifi cation
The Specifi cation Phase involved the project members mapping the ALCE 
examination in relation to the categories and levels of the CEFR.

Firstly, a full Manual for the ALCE examination was produced, which 
described the format, content and rationale of all sections of the examination 
in detail. Using information gained during this process, a content analysis 
of the ALCE examination was then carried out in order to complete Forms 
1–23 of the Preliminary Pilot Manual. This process involved examining each 
component of the ALCE examination in terms of which domain candidates 
are expected to show ability in; which communicative themes, tasks, activi-
ties, strategies, text- types and tasks candidates are expected to handle; and at 
which level on the CEFR scales each component should be situated.

From this data, a table was compiled showing a graphic profi le of the rela-
tionship between the ALCE examination and the CEFR levels (Figure 1). 
The fi nal impression after carrying out the Specifi cation Phase was that the 
ALCE examination should be mapped to the C1 level. This is consistent with 
its design and rationale as a high- stakes examination at advanced profi ciency 
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level. It should be noted that extensive revisions to the ALCE examination 
had been carried out prior to the linking project, which entailed detailed 
familiarisation with the CEFR in general and the C1 level in particular, in 
order to ensure that the tasks, content and rationale were appropriate for an 
examination aiming at this level.

Phase 3: Standardisation
The procedures for the standard setting of the ALCE examination 
follow those set out in the Manual and in the Reference Supplement to the 
Preliminary Pilot Version of the Manual for Relating Language Examinations 
to the Common European Framework of Reference for Languages (Council of 
Europe 2004).

The procedures used were as follows:
• the selection of the most appropriate and eff ective method of standard 

setting for each section of the ALCE examination
• the selection of a large number of judges, based on their qualifi cations 

and experience of language teaching and testing
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Figure 1: Form A23: Graphic profi le of relationship of ALCE examination to 
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• the training of the judges on the appropriate criteria, as defi ned in the 
CEFR and the Manual for the Advanced Level Certifi cate in English 
(Hellenic American University, 2005)

• the establishment by the judges of cut- off  scores for each section
• data analysis of the judges’ cut- off  scores.
Since the Listening Section and Grammar, Vocabulary and Reading Section 
of the ALCE examination are machine scored, the standard setting for 
these two sections followed precisely the same procedures. However, as the 
Speaking Section and the Writing Section are scored by individual raters, the 
standard setting for each was performed separately.

The standard setting was carried out on the items used in the January 2006 
ALCE examination in successive meetings during January and February 
2006. Standard setting was carried out on the Writing Section and Speaking 
Section in June 2006.

Listening Section and Grammar, Vocabulary and Reading (GVR) Section
Standard setting for the Listening Section and Grammar, Vocabulary and 
Reading (GVR) Section of the ALCE examination was carried out using the 
modifi ed Angoff  method (Taube 1997). This method was chosen due to its 
appropriateness for a multiple- choice format and its effi  ciency of use.

In carrying out this method, carefully selected judges fi rst took part in a 
thorough familiarisation and training session before assessing each section. 
They were then asked to examine each item and assess the percentage of can-
didates minimally acceptable at the level that would be likely to choose the 
correct answer choice for this item. The judges’ decisions were collated and 
a cut- off  score for each section set. The number of judges suggested by the 
literature for carrying out the modifi ed Angoff  standard setting should be 
‘at least 10 and ideally 15 to 20 judges’ (Brandon 2004:68). Thus, for greater 
precision in setting the cut- off  score estimates, 20 judges were used for the 
standard setting of the Listening and the GVR Sections.

The judges used were selected for their qualifi cations and experience of 
teaching English as a Foreign Language and of testing in this fi eld. Ten of the 
judges had prior experience of standard-setting procedures, of whom nine 
also had experience of item writing for high- stakes tests. All the judges were 
practising teachers at the time of the standard setting and all had experience 
as Oral Examiners for a variety of tests at a variety of levels.

Each of the judges was asked to complete a Background Information 
Form. The Form records a summary of their educational and teaching 
experience, as well as any experience they may have had with the ALCE 
examination, for inclusion in the documentation of the standard setting. In 
addition, a Curriculum Vitae of each judge was also kept on fi le. In order to 
familiarise the judges with the CEFR and the CEFR scales, the judges were 
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fi rst introduced to the rationale and context of the CEFR. The next part of 
the judges’ training involved familiarisation with the ‘Can Do’ statements 
of the CEFR. Before each section of the ALCE examination, the judges 
were required to examine the ‘Can Do’ statements for that section, both the 
overall descriptors and those more specifi c, in order to rank them according 
to the six scales of the CEFR. The participants carried out this task individu-
ally and then compared their rankings in pairs and groups.

A detailed discussion of the rankings followed, with participants justifying 
their decisions and receiving feedback on the order as defi ned in the CEFR. 
All present were able to reach a consensus on the ranking without diffi  culty 
and developed their awareness of what defi nes each level as described by the 
CEFR. Participants were then directed to focus on the descriptors for the C1 
level – the level which the ALCE examination is aimed at. This level was dis-
cussed in detail and contrasted with the C2 level above and the B2 level below 
in order to clarify exactly what C1 means in terms of the CEFR. For the 
Grammar and Vocabulary Sections, the DIALANG scales were also used 
as a reference point as there are no CEFR detailed descriptors for  discrete 
grammar and vocabulary items.

Having established the criteria for the level, the judges were then trained 
in the criteria for making a decision on actual test items according to the 
modifi ed Angoff  method. They were asked to examine each of the test items 
in terms of the percentage of candidates minimally acceptable at the level 
that would be likely to choose the correct answer choice.

Familiarisation was carried out for Listening, Grammar, Vocabulary and 
Reading in turn. After each familiarisation activity, the judges examined the 
items relating to that particular language area. For the Listening Section, the 
recording was played with a longer pause after each item to allow the judges 
suffi  cient time to record their decision. Forms were given to the judges to 
record their decisions for each of the language areas and the same procedures 
were followed for each. They fi rst recorded their individual decision and were 
then given the key to each item. The opportunity to discuss their fi ndings in 
pairs and groups then followed, after which they once again recorded their 
decision, based on the discussion. The judges were then given empirical sta-
tistics on how candidates performed on the items, followed by a plenary dis-
cussion, and then they recorded their fi nal decision. In this way, each judge 
recorded three impression marks for each of the items.

The judges’ decisions were collated and merged to give the overall cut- off  
scores for each section. The judges’ estimates of each round were entered into 
an Excel database and descriptive statistics were calculated. The median, 
average and standard deviation for each rater were calculated, as well as the 
minimum and maximum score given. The cut- off  score for the ALCE exami-
nation was calculated on data from the fi nal empirical round. In order to 
investigate the precision of the cut- off  scores, the formula for the Standard 
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Error of the cut score (SEc) was calculated as a validity check (Council of 
Europe 2004:21−22). The results are shown in Table 1 above.

An average rating for each item was produced from the fi gures given and 
the average of these ratings was calculated to give the cut- off  score. The inter-
nal validity check revealed that the SEc for the Listening Section and the 
Grammar, Vocabulary and Reading Section were .31 and .18 of the SEM 
respectively. Cohen, Kane and Crooks (1999:364) claim that SEc should be 
at least less than .5 of the SEM to ensure minimum impact on the misclassi-
fi cation rates. Thus, the SEc of both sections ‘can be considered as relatively 
small and acceptable’ (Council of Europe 2004:22).

Writing Section: benchmarking and standard setting
The Writing Section of the ALCE examination comprises one writing task, 
chosen from two options. The fi rst option is an essay arguing a point of view, 
while the second is a report. Each report or essay is initially graded by two 
raters, independently of one another. These ratings are collated and where 
there is a signifi cant diff erence between the two ratings for a candidate’s 
writing, it is then graded by a third rater. Each rater is given a Rater Code, 
allowing for intra- rater and inter- rater reliability analysis.

The standard setting for the ALCE Writing Section took place in June 
2006 and was carried out by 14 judges. The judges were selected for their 
knowledge and experience of teaching English at this level and their knowl-
edge of testing procedures. Many of the judges also participated in other 
sections of the standard-setting procedures. The training of the judges was 
carried out in a similar manner to that of the Listening and GVR Sections. 
Having examined, sorted and discussed the relevant descriptors from the 
CEFR, the judges were given the rating descriptors for the ALCE examina-
tion. These were discussed and key features distinguishing the scoring criteria 
were emphasised.

The judges examined a total of 30 written scripts (15 essays and 15 reports) 
from the June 2006 administration. The written scripts had been selected by 
two members of the linking project committee and were chosen as they exhib-
ited a range of writing ability. They were marked by the judges and then the 
marks were discussed until a consensus was reached for each piece of writing. 

Table 1: Precision of cut- off  score estimations

Listening Section Grammar, Vocabulary 
and Reading Section

Standard Deviation of cut- off  score (SDc) 3.99 3.73
Standard Error in the test (SEM) 2.88 4.60
Standard Error of cut- off  score (SEc) 0.89 0.83
Internal validity check 0.31 0.18
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The benchmarked essays and reports formed the basis for rater training for 
the Writing Section of the June ALCE examination. During the benchmark-
ing procedure, it was agreed by all judges that the descriptors for a Pass in the 
Writing Section of the ALCE examination correspond to the level set out by 
the descriptors from the CEFR at C1 level.

Speaking Section: benchmarking and standard setting
The Speaking Test of the ALCE examination is rated by one rater who acts 
concurrently as interlocutor and rater and examines one candidate at a time. 
All raters are given a rater code and also record which Examination Form is 
used for each candidate. This allows for inter- rater and intra- rater analysis 
to check inter- rater and intra- rater reliability. Six to eight Forms are used at 
each administration of the ALCE examination.

Judges were trained in the CEFR speaking scales and the ALCE scoring 
criteria, and then watched videos of nine candidates being examined on mate-
rials from the June 2006 examination. After individual and collective discus-
sion, a grade was assigned to each candidate to provide a standard for raters. 
The judges were selected for their knowledge and experience of teaching 
English at this level and their knowledge of testing procedures. Many of the 
judges also participated in other sections of the standard-setting procedures.

The training of the judges was carried out in a similar manner to that of 
the Listening, GVR and Writing Sections. Having examined, sorted and dis-
cussed the relevant descriptors from the CEFR, the judges were given the 
rating descriptors for the ALCE examination. These were discussed and 
key features distinguishing the scoring criteria were emphasised. The judges 
examined videos of nine candidates being examined on materials from the 
June 2006 administration. These were rated by the judges and their ratings 
discussed until a consensus was reached for each candidate. The bench-
marked videos formed the basis for rater training for the Speaking Section 
of the following ALCE examination. During the benchmarking procedure, 
it was agreed by all judges that the descriptors for a Pass in the Speaking 
Section of the ALCE examination correspond to the level set out by the 
descriptors from the CEFR at C1 level.

Phase 4: Empirical validation
Phase 4 is planned for future research.

Refl ections on the use of the draft Manual
Through the Claim by Specifi cation and Standard Setting, the ALCE exami-
nation is judged to be aiming at the C1 level of the CEFR in all parts of the 
test. However, there were some diffi  culties encountered in using the CEFR 
during the linking process. In the Familiarisation Phase there was a sense 
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on the part of the participants that the C1 level of the CEFR was defi ned as 
requiring a level of language competence higher than that expected by the 
project members. Although the members were familiar with a range of exam-
inations from a variety of bodies which were claimed to be at specifi c levels of 
the CEFR, a detailed analysis of the descriptors showed that members had to 
redefi ne their own sense of what is appropriate at C1 level.

More specifi cally, the emphasis on understanding extended texts on 
abstract, complex, unfamiliar topics, as required by the scales for both reading 
and listening, was seen by the participants as placing more demands on the 
test taker than those of a number of examinations claiming to be at C1. There 
was a concern that even native speakers might fi nd such texts challenging, 
and also concern relating to the cognitive load placed on the test taker and 
how this might result in a test score that does not necessarily refl ect language 
ability alone, but also cognitive ability.

Also during this phase, project members were concerned that the apparent 
restriction at this level to content which is unfamiliar or abstract implies that 
the level is more appropriate for the educational or occupational domains, 
while omitting reference to complex language use in other domains. For 
example, members pointed out that employers may require staff  with excep-
tionally high language ability in contexts other than those of the educational 
or occupational domains, but that such contexts appear under the heading 
B2 or even B1 and thus would be tested only at those levels.

Linked to this was an impression that there was insuffi  cient guidance in 
the CEFR in terms of level of language diffi  culty, although it was under-
stood that language diffi  culty and context are closely related. For example, 
complex formal listening or reading texts are likely to display more syntac-
tical and grammatical complexity and include more context- specifi c lexical 
items, factors which are likely to make texts inaccessible to test takers with 
insuffi  cient language ability. However, project members felt that this was not 
an automatic guide to language ability and in particular makes no distinction 
between the C1 and C2 levels.

Because it is ‘language neutral’, the CEFR does not provide scales for tests 
that include discrete grammar and vocabulary items. To compensate during 
the Standardisation Phase, the judges were given the DIALANG scales to 
use for their evaluation of these items (Alderson, Figueras, Kuijper, Nold, 
Takala and Tardieu 2006). However, the DIALANG grammar scales mostly 
focus on form, whereas in the ALCE Grammar Section, the primary focus is 
on meaning.

A suggested modifi cation to any future standard setting carried out on 
the ALCE examination is to hold parallel sessions with at least 10 judges in 
each group and then statistically compare group cut- off  scores. In this way 
research into whether the person conducting the standard-setting has any 
impact on the judge’s scores could also be carried out. Furthermore, it may 
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be preferable to use a diff erent variation of the Angoff  method, in particular 
the Yes/No method or Borderline method proposed by Impara and Plake 
(cited in Cizek and Bunch 2007:88−89), as this method does not require 
judges to enter a probability score, but to state whether the borderline can-
didate would get the item correct. This method is cognitively simplistic and 
reduces the probability estimate that judges need to form into a dichotomous 
one (Cizek, Bunch and Koons 2004:42). The continued use of three rounds 
would allow the judges to get feedback on their estimates before a fi nal cut- 
off  score is calculated and thus increase judges’ confi dence and satisfaction of 
their fi nal cut- off  score.

It should be noted that all ALCE examinations are linked to one another 
through Item Response Theory (IRT), thus, a smaller scale second standard 
setting for the Listening and GVR Sections was carried out on the June 2006 
ALCE examination.

Conclusion
The linking project has had an impact on the literature that is disseminated 
to the public, due to the creation of an ALCE Manual. The Manual contains 
the aim of and rationale for each section or subsection of the test, sample 
items, test specifi cations for publishers, and descriptors for the Writing and 
Speaking Sections. As a consequence, prospective candidates and teach-
ers have achieved a better insight into the test and are aware of the level the 
ALCE examination is aimed at. This may have contributed to an increased 
pass rate for the ALCE examination over the last two years.

The linking project was also an invaluable tool for test developers to 
assess to what extent the ALCE examination refl ects the C1 level. Although 
it was understood that the CEFR is intended as a reference for a wide variety 
of purposes and languages, the Project did, however, also highlight many dif-
fi culties of using the CEFR in examining language tests in terms of level. For 
example, an adequate distinction between the C1 and C2 levels is lacking, 
particularly as many descriptors for C2 say ‘as C1’. Additionally, there is the 
question of whether the C1 level applies only to specifi c domains, rather than 
language ability across all the domains. Finally, there is the concern that C1 
level implies a certain ability at a cognitive level, with the result that many 
native speakers would fi nd themselves languishing at B2 level, and yet fully 
in possession of competent language skills that would be the envy of many a 
non- native speaker judged to be at a ‘higher’ level.
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Abstract
This paper intends to provide an overview of how the European Consortium 
for the Certifi cate of Attainment in Modern Languages (ECL) examination 
system implemented a project aimed at aligning ECL exam levels with the 
levels of the Common European Framework of Reference for Languages 
(CEFR). First, background information on ECL and the linking project will 
be presented, followed by a description of the various stages of the project. 
Next, the design and instruments used will be discussed, along with informa-
tion on procedures and results. Evidence will be provided for the claimed 
alignment with CEFR levels both in terms of qualitative as well as quan-
titative analyses. Finally, a discussion of potential problems and practical 
diffi  culties experienced in the linking process will also be presented, with 
special regard to empirical validation and to aligning examinations in less 
commonly taught languages. Reference will also be made to ECL’s special 
position in the context of the Hungarian system of national accreditation of 
foreign language examinations.

ECL as a case study

Background
ECL as an international language examination system was originally 
launched in 1992. Back then the purpose was the development of a standard-
ised language examination system for the languages of the European Union. 
Since its beginnings, ECL has grown into a language testing system of 11 lan-
guages, including non- EU languages such as Serbian or Russian. Originally, 
ECL was launched as a 4- level system, where the levels were not directly 
linked to the CEFR, as it did not exist at the time. The exams in all lan-
guages are built upon the same principles. The four skills are tested in com-
municative ways, through tasks modelling authentic situations of language 

6
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use. Each skill is tested in a separate paper, and in order to pass, test takers 
must pass each paper. Candidates, approximately 80% of whom are under 
30 years of age, include test takers from 11 European and two American 
countries.

The publication of the Common European Framework of Reference for 
Languages: Learning, Teaching, Assessment (Council of Europe 2001) 
marked a turning point in the life of European language teaching and lan-
guage assessment. With the common reference levels the need arose to deter-
mine how existing examinations’ levels relate to the CEFR levels. Moreover, 
it became a factor of primary importance to go beyond mere claims concern-
ing the relationship between examination levels and CEFR levels. It was this 
situation that prompted ECL to launch a linking project whose purpose was 
to examine ECL levels’ relationship to the CEFR as well as to implement 
modifi cations – if need be – to guarantee a match.

Soon after the launch of the project another circumstance arose that 
resulted in more pressure to speed up the linking process. ECL’s adminis-
trative and logistical headquarters are in Pécs, Hungary, and ECL is one of 
the nationally accredited language examinations in Hungary. A governmen-
tal decree issued soon after the project was launched required all nationally 
accredited language examination systems to align their accredited levels with 
the CEFR levels. While ECL started work on linking before the issue of the 
decree, the time frame had to be revised in accordance with the legal require-
ments. In practice, this meant that certain phases of the linking process had 
to be completed sooner than originally planned.

Also, owing to the Hungarian context, the focus of the linking project was 
slightly changed in order to give priority to the languages with a nationally 
accredited status in Hungary (English, German and Hungarian as a foreign 
language) along with the three levels the Hungarian system of accreditation 
would acknowledge: B1, B2 and C1. Accordingly, the case study presented in 
this paper will also focus on these languages and levels.

Project design and instruments used
Since ECL was an already existing examination, the linking process was 
designed around fi rst analysing ECL as related to the CEFR, and then 
around potentially modifying any aspects of the actual exam that would be 
found problematic.

In order to accomplish this, a lot of emphasis was given to making use of the 
preliminary pilot version of Relating language examinations to the Common 
European Framework of Reference for Languages: Learning, Teaching, 
Assessment (Council of Europe 2003), the document commonly referred to 
as the Manual. What this meant in practice was that the design of the project 
was based on the structure suggested by the Manual (Chapters 3 to 6). 
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Accordingly, the fi rst stage was to be familiarisation, the second  specifi cation, 
the third standardisation, and fi nally, the fourth empirical validation.

At this point, however, an important observation needs to be made. 
Though the present project is technically fi nished in terms of linking the 
examinations to the CEFR, the actual linking of the exam papers them-
selves must obviously be a continuous process performed routinely by the 
examination provider. As new tasks are constructed, they must go through 
the process described below as part of the usual procedure. This eff ectively 
means that it is only the linking of exam specifi cations that can truly be called 
‘completed’; the exam papers themselves need ongoing linking.

As suggested by the Manual, familiarisation was conducted at diff erent 
phases of the project for diff erent participants. In other words, the diff er-
ent phases of the project requiring diff erent kinds of expertise and experience 
necessitated diff erent occasions for familiarisation training sessions.

Since ECL’s test specifi cations are the same across languages, the specifi -
cation stage only involved a core team of experts, whose task was to review 
and potentially revise the exam specifi cations. Standardisation was per-
formed in separate sessions for diff erent languages and diff erent skills. The 
participants formed stable groups whose cohesion increased over time.

The empirical validation stage proved to be the most problematic, as will 
be discussed later. It comprised ECL tasks as well as criterion tasks, with 
several hundred test takers involved in the data collection. Unfortunately, 
empirical validation in this sense was only possible in English and German, 
as will be discussed later in more detail.

Participants included a wide range of professionals with diff erent kinds 
of expertise, including ECL’s test development team, item writers, assessors 
and oral examiners, as well as non- ECL affi  liated testing experts, examiners 
and language teachers. The make- up of the participants was to guarantee, on 
the one hand, a wide range of professional expertise and, on the other hand, 
a balance of ‘insider’ and ‘outsider’ views and opinions, aimed at providing a 
more comprehensive approach to the problems encountered.

The time- line of the project, as was mentioned earlier, was heavily infl u-
enced by the legal environment in Hungary. As a result, though the project 
was launched in 2004, even the empirical validation stage was expected to 
have been completed by early 2007. Indeed, this was the main reason for 
restricting the focus of the project.

The tests utilised in the course of the project came from a variety of 
sources, depending on the fi eld of application. First, for obvious reasons, 
ECL’s own materials need to be mentioned. This group included tasks in all 
three languages involved in the linking process. In reading and listening com-
plete tasks were used where empirical data was already available concern-
ing the quality of the items. In writing and speaking both tasks and actual 
 performances were used.
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Another source of materials used was the Council of Europe Manual 
Project. One goal of the project was to disseminate performance samples for 
productive skills in order to facilitate the CEFR linking related standardi-
sation processes of various examination systems. Thus, video recordings of 
oral performances provided by the Manual Project were used accordingly 
in the ECL linking project as well in setting CEFR- based standards for oral 
performances. This, however, was not possible in the case of all the languages 
involved.

The Manual Project also provided tasks to assist the empirical validation 
of tests measuring receptive skills. These tasks and their levels of diffi  culty 
were to be used as representations of various CEFR levels, so that local tests 
could be linked to the CEFR empirically via the tests provided. While these 
tasks in English and German proved to be helpful in the ECL linking process, 
they were not without problems, as will be discussed later. Also, in the third 
language involved in this particular project (Hungarian) such tasks were not 
available, which was clearly a disadvantage.

Concerning the quality of the materials used, a somewhat awkward situ-
ation emerged. ECL tasks used in the process had been analysed statistically 
beforehand in order to guarantee quality. Accordingly, tasks with reliability 
fi gures below 0.8 were not used in the linking process, and item level statis-
tics in terms of facility values and discrimination indices were also taken into 
consideration. Thus, tasks in which item discrimination indices were below 
0.3 were, again, not included in the linking process. As ECL tasks are pro-
duced regularly in a way that includes various means of quality control, the 
reliability and validity of the tasks to be included in the linking process were 
judged to be appropriate.

On the other hand, ECL had very little specifi c information on the tasks 
provided by the Manual Project. While it was assumed – since they were pre-
sented as criterion tasks off ering points of reference – that they were suffi  -
ciently reliable and valid, the actual fi gures were not available, and, as will 
be discussed later, occasional concerns did emerge in the course of empirical 
validation.

Procedures and results
In accordance with the above, the initial stage of the project was familiari-
sation. First, as was mentioned earlier, it was necessary for a core team of 
experts to go through familiarisation. They were to review ECL specifi ca-
tions later. This stage of familiarisation happened largely on the basis of dis-
cussions of CEFR levels in the light of various scales as well as on rearranging 
jumbled level descriptors. Since the core team was relatively small (compris-
ing three members), and because core team members were to be involved in 
later familiarisation sessions, discussions took place in a small circle and also 
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included practical points concerning how CEFR- related training could be 
implemented.

At a later stage, familiarisation sessions were held for various groups of 
experts involved in the linking process. As ECL tests in every language are 
produced by the relevant consortium member institution in the target lan-
guage countries, familiarisation sessions were not held centrally for all item 
writers. Instead, a centrally organised familiarisation session was held for 
representatives of partner institutions for all languages, which was followed 
by local sessions in the respective countries. Besides, separate familiarisation 
sessions were held for the experts involved in the standardisation process as 
well. In the course of these sessions a variety of activities described in Chapter 
3 of the Manual were utilised quite successfully. Among other tasks, the dis-
cussions of the participants’ own levels based on the self- assessment scales, 
or rearranging various jumbled scale descriptors along with discussing the 
content of descriptors proved to be interesting and worthwhile activities for 
the participants. Familiarity with CEFR levels was also monitored through 
tests on CEFR level descriptors, which included the identifi cation or the 
rearrangement of diff erent descriptors of various CEFR scales.

Stage two of the linking project was specifi cation. As was mentioned 
above, ECL specifi cations were reviewed by a small group of core team 
members. This was made possible by the fact that ECL, even from its very 
birth was inspired by notions and approaches that later became manifest in 
CEFR levels. Indeed, the 1993 version of the ECL spoken profi ciency scale is 
listed in Appendix B of the CEFR as a source for the development of CEFR 
scales (see CEFR 2001:224). The consequence of this relatedness was that 
major modifi cations in ECL level descriptions were not deemed necessary. 
This, of course, does not mean that the specifi cation process had no impact 
on ECL specifi cations. In fact, relying on the forms provided in Chapter 4 of 
the Manual it was possible to conduct a detailed analysis of ECL specifi ca-
tions, and the degree of conformity with CEFR levels could be established. 
This was done by describing the existing specifi cations in the light of the ques-
tions included in the forms, which was followed by discussions of how much 
ECL specifi cations could be claimed to be linked to the CEFR. As a result, 
minor modifi cations did occur, and the analysis proved that the specifi ca-
tion process was, indeed, inevitable. It has to be noted, however, that using 
the forms provided in the Manual did prove to be problematic sometimes. 
The categories provided were not always transparent, and overlaps were also 
observed. For instance, the various aspects of communicative language com-
petence seemed to be diffi  cult to distinguish in terms of interaction versus 
production. While the systematic nature of the forms was apparent, often 
the results appeared to be repetitive and yielding little extra information. 
Overall, though, the core team found the procedures and methods described 
in the Manual useful and eff ective, and – as a result of this stage of the linking 
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process – ECL specifi cations can now be considered to be in harmony with 
the CEFR as presented in Table 1. It should be noted here that the origi-
nal level labels (A, B, C, D) have now been changed in order to avoid any 
 potential confusion.

While ECL specifi cations – as was mentioned above – are common across 
languages, standardisation, obviously, had to be carried out separately for 
the languages involved. First, in each language a team of judges was selected 
and trained through familiarisation exercises. Then, listening and reading 
tasks produced according to ECL specifi cations were considered by the 
judges. Their job for each item in each task was to determine what CEFR 
level a candidate would need to be at to be able to respond to that item cor-
rectly. This way fairly detailed information was collected on both the rela-
tive diffi  culty of the items as well as on their relationship to the CEFR. The 
information thus gathered was quantifi ed and analysed, as a result of which 
item and task levels were determined and inter- judge reliability fi gures were 
calculated.

In the case of productive skills the procedures were slightly diff erent 
in that before the actual standardisation judges received training with the 
help of standardised performance samples made available by the Manual 
Project. Unfortunately, the number of such samples was relatively low, and 
in some cases (e.g. for Hungarian as a foreign language) they were missing 
completely. In such cases local performance samples were used from the very 
beginning.

In the cases where standardised performance samples were available, 
judges were fi rst trained through these samples making it possible for them to 
internalise the characteristics of the performances illustrating various CEFR 
levels. It was only after this that local performance samples were considered. 
Judges had to decide what CEFR levels those performances matched. Once 
again, the data was quantifi ed and analysed, inter- judge correlation fi gures 
were computed and the CEFR levels of performances were determined. 
Wherever it was possible, the level of agreement between decisions based on 
CEFR ratings and ECL scales was also examined, and generally relatively 
high agreement was found (Kappa~0.8).

Table 1: Relationship between ECL levels and CEFR levels

ECL levels CEFR levels

C2
C1 C1
B2 B2
B1 B1
A2 A2

A1
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In the course of empirical validation, one needs to make a clear diff erence 
between the internal and external dimension. Concerning internal validation, 
ECL has long been applying various classical and IRT- based procedures for 
internal validation purposes. Owing to the number of candidates, classical 
test theory has been more dominant, but concerning larger numbers of can-
didates in some of the most popular exams, Rasch analyses have also been 
performed. In the light of the empirical results as well as on the basis of the 
qualitative dimension of validation, ECL tests have been found valid inter-
nally. In the course of this process, statistical results on the tests’ reliability, 
standard error of measurement as well as general descriptive statistics were 
overviewed, along with item facility values, discrimination indices and IRT- 
based item diffi  culty logit values and fi t statistics. As for qualitative analyses, 
test content and format were compared to test specifi cations.

External validation, on the other hand, has largely been restricted by 
the availability of tasks considered to represent CEFR levels. While the 
Manual Project has made some such tasks available, there have been two 
kinds of problems with them. First, they were often made up of a relatively 
small number of items, which made it rather diffi  cult to rely on the empirical 
data. A task of only three items, for instance, was quite diffi  cult to use as a 
point of reference. Second, over time a number of people have questioned 
whether those tasks have, indeed, been proven to represent one CEFR level 
or another. Unfortunately, relatively few of the tasks were accompanied by 
the kind of evidence that was deemed satisfactory.

Apart from the problems above, once again, there were some cases where 
no tests or tasks were available to serve as a point of reference. In these cases 
external empirical validation has not been conducted yet. It should be noted, 
however, that weaker forms of external validation, such as relying on teacher 
judgments, could have been used, but the degree of certainty that could have 
been gained this way was not considered high enough.

Despite these problems, empirical validation has been performed on a 
number of tasks. In the case of English and German reading and listening 
tests at CEFR levels B2 and C1, empirical validation took place with the help 
of IRT in the following way. Tests were constructed where one task was a 
validated one provided by the Manual Project, while the other was an ECL 
task. The tests were then administered to suffi  ciently large populations (300 
to 600 depending on language and level) and the results were analysed. In 
the course of the analysis the item diffi  culty logits were estimated. Next, a 
T- test was conducted to see whether there is any diff erence between the dif-
fi culty of the validated task items and the ECL task items. The results dem-
onstrated that in all cases the diff erences were minor, indeed, statistically not 
signifi cant, and the spread of item diffi  culties was nearly the same as well. 
An example of the graphical representation of this relationship is shown in 
Figure 1.
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Refl ections on the linking project
In this section an overview of the experiences concerning the project will be 
presented. First, some of the diffi  culties will be enumerated with suggested 
solutions to the problems. Next, further work will be outlined, which will be 
followed by assessing the impact of the project.

Diffi  culties encountered
As has already been mentioned, participants encountered a variety of dif-
fi culties in the course of the project. Here these problems will be presented in 
relationship to the relevant stages in the linking process.

Concerning the familiarisation stage, it has to be noted that in various 
familiarisation sessions some common themes arose. It had to be acknowl-
edged, for instance, that the CEFR itself is far from being perfect. Many 
participants commented on the problem of the lack of certain descriptors, 
and also on some technically existing but clearly unrealistic ones (e.g. C2 lis-
tening). Also, occasional inconsistencies were detected in global and specifi c 
scales. For instance, the C2 level descriptor in the overall reading compre-
hension scale contains no restrictions whatever, while both in the Reading 
for Correspondence scale and the Reading Instructions scale C2 is defi ned ‘as 
C1’, even though the C1 descriptor includes restrictions concerning the use 
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Figure 1: Relationship of item diffi  culty between a reference task and an ECL 
task in English B2 reading
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of a dictionary and rereading diffi  cult sections, respectively. Attention had 
to be paid to the uncertainties within the scales as well, especially consider-
ing the fact that though some CEFR scales have been empirically validated 
(see North and Schneider 1998), others have not. Obviously, this does not 
in any sense undermine the usefulness and value of the CEFR itself, but a 
future revised version will need to address such issues. Using the Manual at 
this stage proved to be unproblematic, and the tasks suggested were highly 
appreciated by the participants.

A brief comment has already been made about the forms in Chapter 4 
of the Manual concerning the specifi cation stage. Indeed, while the forms 
themselves have overall been quite useful in analysing ECL specifi cations in 
terms of test content, process of test development, marking process, as well 
as analysis and post- test reporting, at certain points they seemed to lack con-
sistency, as occasionally overlapping or repetitive entries have been identifi ed 
(e.g. in reporting). On the whole, however, the specifi cation stage seemed to 
generate no major problems.

Standardisation seemed to present the fi rst major problem, notably the 
lack of standardised performance samples in one of the languages involved 
in the project (Hungarian). This was, indeed, a key issue, as ECL’s own per-
formance samples could not be compared to any external point of reference 
other than the descriptors of the CEFR. The only solution, obviously, was to 
rely entirely on ECL performance samples. In fact, this proved to be a sound 
option for two reasons. First, the performance samples provided by the 
Manual Project in other languages were judged using a very similar proce-
dure, and if judges of the Hungarian samples receive proper training, there is 
no reason to assume they will be less capable of completing a rating task like 
this. Second, there was simply no other way to go ahead with standardisa-
tion. If standard performances in, for example, oral interaction at level B2 in 
Hungarian had never been identifi ed before, somebody had to do it the fi rst 
time. Relying on the CEFR descriptors, this should give the desired results. 
What is particularly interesting at this point is that two other examination 
systems in Hungary were also working on linking exams in Hungarian to the 
CEFR roughly at the same time, but there was no opportunity to accomplish 
the task as a kind of ‘joint venture’, even though the quality of the actual 
linking would probably have been better justifi ed that way.

This issue, however, is relevant in the case of a number of other languages 
as well. It is likely that no centrally devised project will ever generate and dis-
seminate performance samples in a large number of other European (or non- 
European) languages, which means that representatives of such languages 
should be ready to go ahead with producing and – potentially – sharing such 
performance samples in the future.

Another problem point related to standardisation, however, concerned 
the performance samples themselves. First, there was very little information 
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on how exactly these samples were chosen and what justifi ed their status. 
Second, where performances were available in the same language at the same 
level, they did not always seem to illustrate similar features, which caused a 
necessity to choose one of them as the ‘real one’ to rely on. Clearly, future 
samples would need to go through some generally accepted control stages in 
order to avoid this problem.

Empirical validation proved to be probably the single most problem-
atic phase of the linking process. Though the Reference Supplement to the 
Manual (Council of Europe 2004) provided lots of useful information, it 
could not compensate for some issues that made empirical validation highly 
problematic in some cases. Mention has already been made of the most 
important issues, but solutions have not been suggested yet. It seems, once 
again, that the lack of appropriate reference tasks in less commonly taught 
languages can only be solved by actually producing such tasks and by sup-
porting their status with appropriate evidence. Of course, this would have 
to mean a break from test- centred methods, as without a generally accepted 
set of reference tasks, no other tasks can be empirically validated this way. 
Candidate- centred methods, on the other hand, are heavily dependent on 
teacher judgements, whose empirical nature many would question. Yet, 
there seems to be no other option. Also, it should be remembered that the 
CEFR itself started out from teacher judgements. Thus, with appropriate 
familiarisation and careful design, candidate- centred methods could be used 
quite eff ectively to solve the problem. The key seems to be familiarity with 
what the CEFR descriptors truly mean. Hence, increasing teachers’ aware-
ness of and knowledge about the CEFR – which appears to be a major task 
in some European countries – would need to enjoy priority in future projects.

Future directions
In terms of the linking process itself, some points have already been made on 
what seems to be necessary to do in the future. As to ECL, it should be noted 
that while this particular project focused on three languages and three levels 
only, the actual linking has been extended to the other languages and the A2 
level as well.

Of course, the diffi  culties encountered in relation to Hungarian clearly 
indicate that the most immediate need is to provide better chances for less 
commonly taught languages. As ECL off ers tests in a number of such lan-
guages, this seems to be a crucial point. Indeed, since examinations in such 
languages have a relatively small candidature, it would seem logical for exam-
ination providers to co-operate in order to provide a more solid backing to a 
continuous process of linking. This could happen for instance by setting up 
mutually benefi cial co-operative projects which could involve sharing tasks 
or candidate responses to be used for empirical validation.
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Projects providing support for assessing less commonly taught languages 
could also fi t into a European agenda. Europe, being a multilingual and mul-
ticultural entity, seems to be a natural environment for developing and main-
taining language tests in less commonly taught languages, and the mandate 
of the CEFR is also clearly not only related to languages that are taught and 
learned most frequently.

Another possible future direction is closer co-operation in making a 
large number of reference tasks available to all involved in linking exams 
to the CEFR. This would necessitate the development of clear require-
ments in terms of quality, and some form of quality control. If such circum-
stances could be guaranteed, empirical validation could be conducted more 
successfully.

Impact
The impact of the linking project is manifold. First, it contributed to making 
ECL’s tests more easily comparable to the CEFR, which has, by now, 
become the most widely accepted point of reference in Europe concerning 
levels of language profi ciency. This fact also means that comparisons across 
various language examinations have become more straightforward.

Also, the project contributed to increasing language testing literacy and, 
specifi cally, familiarity with the CEFR. This occurred as a result of involv-
ing a number of teachers in the project who had previously not been part of 
major testing projects but – as a result of the training they received – can now 
be counted on as raters and judges. Indeed, increased awareness of and famil-
iarity with the CEFR scales is probably one of the most important impacts of 
the linking project.

It should also be noted that, though ECL’s test construction process had 
included a variety of quality control measures even before the linking project, 
owing to the extensive use of the Manual and the Reference Supplement, 
these processes have been further developed, too.

Conclusion
ECL conducted the linking project out of an understanding of the profes-
sional necessity of this move as well as because of legal requirements in 
Hungary. Having completed all major steps of the process at least in part, it 
is possible to state that all who participated in this eff ort have learned a great 
deal from it. One of the most important lessons is that linking itself is never 
completed; it is only particular tasks that can at certain points be considered 
linked. This means that ECL, along with all other test providers, will need to 
continue working on the linking of tasks.

Professionalism comes at a price. But the price paid for appropriate 
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linking is well worth paying for any institution that intends to provide high 
quality language tests in order to serve the international testing community 
and, most of all, the candidates. Just like many other testing organisations, 
this is what ECL is hoping to keep on doing.

References
Council of Europe (2001) Common European Framework of Reference for 

languages: learning, teaching, assessment, Cambridge: Cambridge University 
Press.

Council of Europe (2003) Relating language examinations to the Common 
European Framework of Reference for Languages: learning, teaching, 
assessment (CEF). Manual: Preliminary Pilot Version, DGIV/EDU/LANG 
2003, 5, Strasbourg: Language Policy Division.

Council of Europe (2004) Reference supplement to the preliminary version of the 
manual for relating examinations to the Common European Framework of 
Reference for Languages: learning, teaching, assessment, DGIV/EDU/LANG 
2005, 13, Strasbourg: Language Policy Division.

North, B and Schneider, G (1998) Scaling descriptors for language profi ciency 
scales, Language Testing 15, 217−263.



145

Linking international 
examinations to the CEFR: 
the Trinity College London 
experience

Spiros Papageorgiou 
University of Michigan, USA

Abstract
The status of the Common European Framework of Reference for Languages 
(CEFR) as a common standard among diff erent educational contexts off ers 
international examination providers the opportunity to provide results that 
are meaningful to test users from diff erent countries. CEFR linkage in such 
an international context is the focus of this contribution in the volume. The 
Trinity College London Graded Examinations in Spoken English (GESE) 
and Integrated Skills in English (ISE) international examinations under-
went the procedures for CEFR linkage described in the Manual in order to 
off er test users in various contexts the opportunity to better interpret results 
of Trinity qualifi cations. The methodology and results of the project are 
described, in particular with regard to the judges’ understanding of the CEFR 
levels during familiarisation activities and the outcome of the Specifi cation 
and Standardisation stages. Moreover, problems the judges faced and ways 
to overcome them are discussed and the impact of the linking project on the 
design of the examinations is considered.

Introduction
Relating international examinations to the CEFR is an essential step in pro-
viding test takers with transparent and meaningful results, given the current 
status of the CEFR as a common standard across diff erent educational 
systems worldwide. Trinity College London (hereafter ‘Trinity’), a UK- 
based EFL examination provider whose language qualifi cations are admin-
istered in more than 20 countries, embarked on a CEFR linking project in 
order to off er its test users in various contexts the opportunity to better inter-
pret results of Trinity qualifi cations. The methodology and results of this 
project are presented in this paper.

7
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Background, purpose and context of the linking 
project
Trinity administers two suites of international examinations: the Graded 
Examinations in Spoken English (GESE) and the Integrated Skills in English 
(ISE) examinations. As can be seen in Table 1, GESE (Trinity College 
London 2005a) tests speaking and listening during a one- to- one interaction 
with an examiner and has 12 levels from Grade 1 to Grade 12. These are 
grouped into four stages: Initial, Elementary, Intermediate and Advanced.

ISE (Trinity College London 2005b) follows the same structure as GESE 
for the Interview component as it borrows the content of Grades 4, 6, 8 and 
11 for Levels 0, I, II and III respectively. Since the CEFR project, ISE IV, 
aiming at Level C2, has been added to the suite. In addition, two more com-
ponents, the Portfolio and the Controlled Written Exam, test writing and 
reading in an integrated way (see Table 2).

Small- scale internal studies had looked at the content of the Trinity 
examinations in relation to the CEFR (Davies 2001, Green 2000). However, 
Trinity decided, following the publication of the Manual, to commission 
a large- scale external study with the purpose of linking GESE and ISE to 
the CEFR through the stages described in the Manual. The author was 

T able 1: The structure of the GESE suite

Initial Stage
Grades 1−3

Elementary Stage
Grades 4−6

Intermediate Stage
Grades 7−9

Advanced Stage
Grades 10−12

1. Conversation 1.  Topic 
discussion

1.  Topic 
presentation 
and discussion

1.  Topic presentation

2. Conversation 2. Interactive task 2. Topic discussion
3. Conversation 3. Interactive task

4. Listening task
5. Conversation

Ta ble 2: The structure of the ISE suite

Levels Components for all levels

ISE 0
ISE I
ISE II
ISE III

1. Interview
2. Portfolio
3. Controlled Written Exam
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appointed the external co- ordinator of the project in February 2005. The 
project was completed in June 2006 and the technical report (Papageorgiou 
2007) was prepared at Lancaster University and made publicly available.

Design of the linking project and instruments
When the linking project was initially designed, the decision was made to go 
through all stages described in the Manual. However, it soon became clear 
that the lack of an external criterion for the External Validation stage at the 
time the project was conducted would not allow for as much emphasis on this 
stage as on the other stages.

The design of the project will be described below; however it is worth 
providing some information about a very important element of the project 
fi rst: the judges. Bearing in mind that the Manual recommends a minimum 
of 10 expert judges, the project co- ordinator liaised with the Trinity Chief 
Examiner to invite 12 participants who would have a variety of respon-
sibilities and posts in Trinity. The judges chosen were involved in examin-
ing, marking, monitoring, validation, test design and the administration of 
Trinity tests. Two were managers in the ESOL department. The panel had 
some familiarity with the CEFR, as it had already been used in the test sylla-
buses to describe the level of candidates for both examinations. According to 
suggestions in the standard-setting literature (Raymond and Reid 2001), this 
panel appeared suitable, as it had a good knowledge of the exams to be linked 
to the CEFR and the test-taking population.

Familiarisation stage
This stage was organised as a separate, 2- day meeting in September 2005. 
It was also repeated as an introductory part to the Specifi cation and 
Standardisation stages to ensure the judges’ good understanding of the 
CEFR volume overall and its levels in particular throughout the project. 
Before the meeting the judges were posted a hard copy of the CEFR and 
were asked to study it carefully. To further help the judges with this poten-
tially challenging reading task, a copy of Norris’ (2005) review of the CEFR 
volume was provided. The judges were also sent an email briefl y explaining 
the stages of the linking process set out in the Manual.

The September meeting started with an introduction by the co- ordinator, 
where the purpose of the project was explained along with the role of the 
Language Policy Division of the Council of Europe and documents such 
as the CEFR. Then, as an initial familiarisation activity, the co- ordinator 
discussed Section 3.6 of the CEFR volume (Council of Europe 2001:33−36) 
to introduce the judges to the diff erent levels of performance. The main 
 activities were as follows:
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1. Assigning descriptors to the six main levels: The original descriptors from 
Tables 1 and 2 in the CEFR were ‘atomised’ following the example of a 
study by Kaftandjieva and Takala (2002), i.e. they were broken down in 
smaller units and listed in a handout. Without providing any indication 
about the level, the judges were asked to indicate the level for each 
descriptor and then, in plenary discussion, explain their decision- making 
process before the co- ordinator revealed the correct level. All judges’ 
level choices were inserted in an Excel spreadsheet and were shown on 
a projector. Thirty speaking, 25 writing, 19 listening, 20 reading and 
30 global descriptor units were included in the handout. Although 
the shorter descriptor statements were expected to be more diffi  cult in 
terms of determining their level, due to the mutilated context, they were 
nevertheless deemed useful in that they could make the judges focus on 
the details of the original longer CEFR descriptors.

2. Filling in table cells: Table 3 from the CEFR and Table 5.8 from the 
Manual were given to the judges to further improve their understanding 
of the speaking and writing levels, due to the emphasis on these skills in 
the GESE and ISE examinations. The cells were presented without the 
descriptors, which were given to the judges separately. The judges then 
had to place the descriptors in the appropriate cells.
The fi rst type of familiarisation activity was repeated on Day 2, as a way 

to check for descriptors whose level the judges were still not able to properly 
indicate, and also in order to provide a measure of intra- judge reliability. The 
latter was examined through Spearman correlations of each judge’s ratings 
on Day 1 and 2. Correlations were high, ranging from .75 to .99, with the vast 
majority in the area of .85 and above.

Specifi cation stage
This stage took place during a 3- day meeting in November 2005. Forms 
A1−A8 (general description forms) were prepared before the meeting by 
staff  in the Trinity Head Offi  ce, as they contained administrative details that 
were not always accessible to the judges. Based on the test specifi cations 
and judges’ recommendations supplied by email prior to the meeting, the 
 following detailed description Forms were chosen:
• For GESE: A8 (Overall Impression), A11 and A13 (Spoken Interaction 

and Production), A9 (Listening Comprehension) and A19−A21 (Aspects 
of Competence in Reception, Interaction and Production respectively).

• For ISE: the same forms as for GESE, because of the shared oral and 
listening components, plus Forms A12 and A14 (Written Interaction 
and Production), A10 (Reading Comprehension) and A15−A16 
(Integrated Skills).
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As explained earlier, GESE has 12 levels, called ‘grades’, which are grouped 
into four stages. ISE at the time had four levels, from ISE 0 to ISE III. This 
presented a practical time challenge because the judges would need to fi ll in 
the forms for a total of 16 levels. For this reason, the Specifi cation meeting 
was organised in parallel sessions using three or four teams. This is illustrated 
in Table 3. Out of the 12 judges of the Trinity project, 10 participated in the 
Specifi cation stage, as two were unable to attend.

Sessions 1−4 were each devoted to one GESE stage. Two teams had three 
members (Teams 1 and 3) and one team had four members (Team 2). The 
teams were given a copy of the examination syllabus, the CEFR volume and 
the relevant Specifi cation Forms mentioned in the bullet points above. At 
the end of the session the members of each team were asked to explain to the 
other two teams how they performed the task and what their decision was 
with regard to the CEFR level. During Session 5 each team was asked to 
examine the completed forms for the three grades of one stage and point out 
any inconsistencies or gaps in the way test content was described in relation 
to the CEFR. Because Team 2 had four members, they worked in pairs. This 
resulted in the creation of Team 4 for the content description of ISE (Session 
6), following a process similar to the description of GESE. The outcome of 
the Specifi cation stage was the creation of a graphic profi le of the content 
of the two examinations in relation to the CEFR levels, which is further 
 discussed below.

Standardisation stage
This stage took place during a 3- day meeting in February/March 2006. The 
design was largely based on the procedures described in the Manual:
• Familiarisation activities, which had also been conducted in the 

previous stages.

Tab  le 3: Organisation of the parallel sessions for the Specifi cation meeting

Session Team 1 Team 2 Team 3 Team 4

1. GESE Initial Stage Grade 3 Grade 1 Grade 2
2.  GESE Elementary 

Stage
Grade 6 Grade 4 Grade 5

3.  GESE Intermediate 
Stage

Grade 8 Grade 7 Grade 9

4.  GESE Advanced 
Stage

Grade 10 Grade 11 Grade 12

5.  Review of GESE 
Stages

Initial Stage Elementary 
Stage

Intermediate 
Stage

Advanced 
Stage

6. ISE ISE I ISE 0 ISE III ISE II
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• Training with already calibrated samples. Oral, reading and listening 
samples came from the Council of Europe DVD and CD; however the 
written samples were taken from Tanko (2004) because the Cambridge 
ESOL samples contained in the Council of Europe CD were familiar to 
the judges in terms of the examination suite they were taken from.

• Benchmarking with Trinity samples, where the judges were asked to 
watch samples of performances by Trinity candidates and rate them 
using the CEFR scales.

• Standard setting, which was organised despite the fact that the Trinity 
examinations do not contain any item- based components. However, 
because it was impossible for the judges to rate a suffi  cient number of 
samples due to the large number of Trinity levels (12 for GESE and four 
for ISE, with three passing scores per level), the judges were asked to 
answer the following question for every passing score (Pass- C, Merit- B, 
and Distinction- A) of each Trinity level: At what CEFR level can a 
candidate obtain each score? The judges made individual judgements 
about imaginary candidates receiving the passing scores, based on their 
own expert opinion, rather than rating actual performances, which were 
done during the benchmarking. A fairly common practice in standard-
setting meetings is that more than one round of judgements is required 
(cf. Hambleton 2001). Between rounds, the panel discusses individual 
judgements, receives feedback about how test takers performed and 
repeats the judgements. This was the case with the panel in this study. In 
the second round of judgements, the judges were asked to focus on the 
borderline pass candidate, because such a candidate is a holder of the 
same qualifi cation as a higher ability candidate and therefore elements 
of the CEFR level aimed at by the examination should be present in a 
borderline pass performance.

Empirical validation stage
The Empirical Validation stage consisted of:
• Internal validation: An examination of the quality of the ratings given 

by Trinity examiners, conducted by Alistair Van Moere at Lancaster 
University. This was also accompanied by observation of rater training 
and monitoring procedures by the author.

• External validation: The only external criterion that could be used at 
the time the project was conducted was the intended CEFR level of the 
examinations in the examination syllabuses that were used when the 
project was conducted. Though not an empirical study where a common 
population would take the Trinity examinations and an external one 
thus allowing for comparisons of performance, the use of the syllabus as 
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an external criterion off ered the opportunity to confi rm or reject earlier 
estimates about the CEFR levels of the Trinity examinations.

Results

Familiarisation stage
Because of the reliance of the linking process on human judgement, the 
familiarisation activities were analysed statistically to establish the judges’ 
good understanding of the CEFR levels. Due to space limitations it is not 
possible to present here the full analysis. The interested reader can consult 
the technical report (Papageorgiou 2007). Table 4 presents partial results 
from the report. For each set of descriptors in the fi rst type of familiarisation 
activities, intra- judge reliability was calculated by running Spearman cor-
relations of each judge’s level choices in the February/March meeting with 
their choices in the two rounds of the Familiarisation meeting in September 
2005 and the Specifi cation meeting in November 2006. Overall, high levels of 
intra- rater reliability are observed with only some moderate minimum values 
for Writing and Listening.

Specifi cation stage
The results of the analysis of the completed Specifi cation forms are presented 
below. The graphic profi les are an adaptation of Form A23 of the Manual 
(Council of Europe 2003:63) and show the relationship to the CEFR as 
recorded by the judges in the Manual Forms. It should be explained here 
that in Figure 2, Pragmatic and Strategic competences in Reception and 
Strategic competence in Production could not be described for some GESE 
Grades because there were no available descriptors for lower levels. The 
ISE suite is graphically described in Figure 3 for Activities and Figure 4 for 
Competences.

Table  4: Intra- judge reliability (N=12) − summary statistics

Scales September 1st round September 2nd round November

Mean* Min Max Mean* Min Max Mean* Min Max

Speaking 0.902 0.832 0.958 0.929 0.870 0.972 0.943 0.878 0.980
Writing 0.912 0.760 1 0.898 0.837 0.955 0.917 0.839 0.976
Listening 0.904 0.780 0.947 0.907 0.807 0.960 0.920 0.825 0.960
Reading 0.960 0.916 1 0.962 0.918 1 0.953 0.920 0.970
Global 0.948 0.896 0.979 0.953 0.866 1 0.950 0.909 0.983

*Average using Fisher’s Z- transformation
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The creation of these graphic profi les proved a challenging task. Apart 
from the lack of descriptors for the lower GESE Grades mentioned above, 
the judges were troubled by a number of descriptors in the CEFR scales 
which were found irrelevant to test content description. This resulted in the 
gaps observed in Figure 3 for Written Production and Integrated skills as the 
judges preferred not to make any claims with regard to levels whose descrip-
tors could not be used adequately. Moreover, the judges noted that there 
were descriptors from more than one level of a single CEFR scale that were 

C2 Gr12 Gr12 Gr12  
C1 Gr10 Gr11 Gr10 Gr11 Gr10 Gr11 Gr10 Gr11 Gr12 
B2.2 Gr9 Gr10 Gr8 Gr9 Gr9 Gr9 
B2.1 Gr7 Gr8 Gr9 Gr7 Gr8 Gr7 Gr8 Gr7 Gr8 
B1.2 Gr6
B1.1 Gr5 Gr6 Gr5 Gr6 Gr5 Gr6 Gr5 Gr6 
A2.2 Gr4 Gr4 Gr4 Gr4 
A2.1 Gr3 Gr2 Gr3 Gr3 Gr2 Gr3 
A1 Gr1 Gr2 Gr2 Gr2 Gr2 
Below A1 Gr1Gr1Gr1
 Overall Impression  Spoken Interaction Spoken Production  Listening  

Figure   1: Graphic Profi le of the GESE−CEFR relationship (Overall 
Impression and Activities)
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Figure 2:  Graphic Profi le of the GESE−CEFR relationship (Competences)
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Figure 3: Graphic Profi le of the ISE−CEFR relationship (Overall Impression 
and Activities)



Linking international examinations to the CEFR

153

relevant to some GESE and ISE levels. This was the case for example with ISE 
0 for which the judges pointed to descriptors from both A2 and B1. Finally, 
uneven profi les were observed. For example Grade 12 was most of the time 
placed at C2, but only at C1 for Listening Comprehension. However, it is not 
clear whether these uneven profi les were observed due to lower demands by 
the examinations or higher expectations in some of the CEFR scales.

Standardisation stage
Table 5 summarises the outcome of the Standardisation stage for GESE 
based on the decisions of the judges, and it shows the expected CEFR level 
for each GESE Grade for two types of candidates: those who barely pass 
the examination and those who achieve a comfortable pass. The judges 
pointed out during the group discussions that this is a more accurate descrip-
tion of their judgements because it refl ected the focus on the borderline pass 
 performance during the standard-setting task.

C2             
C1.2             
C1 ISE III ISE III ISE III ISE III ISE III ISE III ISE III ISE III ISE III ISE III ISE III ISE III
B2.2             
B2.1 ISE II ISE II ISE II ISE II ISE II ISE II ISE II ISE II ISE II ISE II

ISE I ISE I ISE II ISE I ISE I 

ISE II

ISE 0 ISE 0 ISE 0 ISE 0 ISE 0 ISE 0 ISE 0 ISE 0 ISE 0

ISE II
B1.2     ISE I        

B1.1 ISE I ISE I ISE I 
ISE 0 

ISE I 
ISE 0 ISE 0 

ISE 0 

ISE I ISE I 

A2.2  ISE 0   ISE 0 
ISE I 

A2.1 
A1
 RECEPTION INTERACTION PRODUCTION 
 Ling Sociol Prag Strat Ling Sociol Prag Strat Ling Sociol Prag Strat 

Figure 4: G raphic Profi le of the ISE−CEFR relationship (Competences)

Table 5: CEF R level of borderline and secure pass candidates in the GESE 
suite

Grades Level of borderline candidate Level of secure pass candidate

Grade 12 C1+ C2
Grade 11 C1 C1
Grade 10 B2+ C1
Grade 9 B2+ B2+
Grade 8 B2 B2+
Grade 7 B1+ B2
Grade 6 B1 B1+
Grade 5 B1 B1
Grade 4 A2+ A2+
Grade 3 A2 A2
Grade 2 A1 A1+
Grade 1 Below A1 A1
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The minimum expected CEFR level for each ISE level is presented in 
Table 6. Because the judges were aware of the correspondence between the 
GESE Grades and ISE levels, this could have aff ected decision making as 
can be seen by comparing GESE Grades 4, 6, 8 and 11 with the four ISE 
levels. This is not unreasonable, since the Interview component in both suites 
is common. For ISE, unlike GESE, the judges felt that the borderline candi-
date level represents their decision making suffi  ciently and that there was no 
need to indicate levels for higher ability candidates, as they were within the 
same CEFR band.

Empirical validation
Due to space limitations, the results of this stage will only be summarised 
here as follows:

• Internal validation: Ratings of GESE monitors and examiners for 
1,118 candidates in 132 diff erent examination centres during the period 
May 2004−September 2005 were analysed. On average, examiners and 
monitors were in exact agreement on the fi nal score to be awarded in 
over 70% of exams administered, and in 98% of exams they agreed 
exactly or within one band. This was consistent across all 12 Grades. 
For ISE Controlled Written Exam, the percentage of exact or within 
one band agreement for 157 samples (between November 2005 and 
May 2006) was above 95% for all four levels. However, agreement for 
177 Portfolios was lower, ranging from 61% for ISE III to 90% for 
ISE 0. With regard to examiner training and monitoring, observation 
of the annual training event for all Trinity examiners was commented 
positively in the technical report.

• External validation: Even though the limitations of using the syllabus 
as the external criterion are acknowledged in the report, nevertheless 
results are interesting when comparing the cut score for borderline 
GESE candidates to what was mentioned about the CEFR level of 
the GESE Grades in the version of the syllabus used at the time of the 
project. One third of the GESE Grades was judged to be a band lower 
when talking about borderline performances, suggesting a lower cut 

Table 6: CEFR  level of borderline candidates in the ISE suite

ISE levels Level of borderline candidate

ISE III C1
ISE II B2
ISE I B1
ISE 0 A2+
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score. Full agreement was observed between judges and the syllabus for 
the CEFR level of the four ISE levels.

Refl ections on the use of the Draft Manual

Problems encountered and solutions found
As with any standard-setting study, the procedures followed were not 
without problems, even though the judges commented positively on their 
overall experience. The major issues in the Trinity project had to do with:
• Fit between test content and the CEFR descriptors. As clearly explained 

in the CEFR volume, the scales are not only to be used in a language 
testing context, but they are primarily intended as learning objectives. 
Naturally, the judges felt that descriptors and test content would not 
match exactly in some cases. For example, A1 level in the Global scale 
states that language learners ‘can ask and answer questions about 
personal details such as where he/she lives, people he/she knows and 
things he/she has’ (Council of Europe 2001:24). Judges noted that GESE 
Grades 1−3 do not have any questions on behalf of the candidate, but 
apart from the function of asking questions, A1 descriptors seemed to 
describe adequately the Trinity context. To address this issue, it was 
decided that when part of a descriptor does not apply, then it is clearly 
documented which parts provide an accurate representation of the 
content of the Trinity examinations, and this was documented in the 
report.

• Judging young learners of high profi ciency. The Trinity judges had issues 
with some of the CEFR descriptors for the higher levels when they are 
to be applied to younger learners of English. In particular it was diffi  cult 
to diff erentiate between the linguistic abilities of highly profi cient 
younger learners and the sociolinguistic and pragmatic abilities which 
are included in the CEFR descriptors above B2. As with the previous 
bullet point, the decision made by the panel was to document only the 
descriptors that accurately describe the Trinity context.

• Filling in the Specifi cation forms. Because of the large number of levels 
(12 GESE Grades and four ISE levels), the judges found the completion 
of the forms tedious and believed that the fi nalised version of the forms 
would be too long, with a lot of information in the forms repeated. The 
panel decided to refer back to a previous form when a new one would 
ask the same question. For example Forms A19, A20 and A21 ask more 
or less the same questions, and after completing A19, judges would 
just mention ‘see Form 19’ in A20 and A21. This was very carefully 
examined by the co- ordinator who collected the completed forms and 
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word- processed them, and also corrected wrong or incomplete reference 
to the CEFR to ensure that the information was accurate.

Validity, reliability and generalisability of results
In order to secure the validity, reliability and generalisability of results, 
the following points, described in Hambleton (2001:93) and Kaftandjieva 
(2004:20), were considered in the project:
• selection of judges who were expected to be able to make accurate 

decisions about the examinations and the test- taking population
• training of judges to ensure their in- depth understanding of the CEFR 

and its scales, in order to apply it during the linking project, and 
statistical analysis of the judges’ consistency and agreement

• sequence of activities following the procedures described in the Manual, 
with the Familiarisation stage repeated as part of Specifi cation and 
Standardisation

• documentation including not only taking notes and compiling reports, 
but also recording the sessions in order to clarify points in the sessions 
that were not clear in the documentation

• feedback given during the Familiarisation session, in order to give 
judges a picture of their understanding of the CEFR scales

• the judges’ high confi dence in the results of the project, stated in 
post-meeting questionnaires.

Limitations and further research
Even though every eff ort was made to provide valid and reliable results, there 
are potential limitations that should be considered carefully. The use of inter-
nal judges might have aff ected the results as well as the choice of Trinity per-
formance samples. It will be interesting if a future study is conducted with 
a diff erent panel of judges and diff erent performance samples. Also, the 
external validation of the project needs to be conducted in a more detailed 
manner, with the recruitment of a common test-taking population taking a 
Trinity examination as well as an external examination aiming at the same 
CEFR level.

Impact of the linking project
In the light of the project fi ndings, Trinity revised the exam syllabus for 
administrations from 2007. Revisions included candidates asking questions 
for Grades 2 and 3 to match the content of A1 descriptors mentioned earlier 
and the setting of Grade 1 at a pre- A1 level. Adaptations were also made to 
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Grade 10 requirements to ensure that a borderline candidate would also be a 
C1 level candidate. The Grade 12 requirements were also revised for similar 
reasons.

Trinity also included a detailed response to the recommendations made 
in the technical report. The response listed areas of test development and 
validation that would be investigated following the publication of the project 
report.

Conclusion
This contribution presented a linking project for two international examina-
tions. It discussed the design of the project, its results and refl ected on the 
experience of using the Manual, which despite some issues that were raised 
during the recommended procedures, was overall evaluated as a positive 
 experience by the judges and the examination provider.
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test
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Abstract
This paper presents the procedures followed by the University for Foreigners 
in Siena in relating its CILS – Certifi cation of Italian as a Foreign Language 
– examination to the Common European Framework of Reference for 
Languages (CEFR). Whilst the link – currently in the Standardisation phase 
– has been made for all exam levels off ered by CILS, this paper will look at 
that established for level A1 – Adults in Italy module – following the four sets 
of procedures indicated in the preliminary version of the Council of Europe’s 
Manual (2003), with a particular focus on the speaking test. The paper goes 
into detail regarding the theoretical, scientifi c and socio- political motivations 
leading to the choice of one of the starting competence levels, and empha-
sises that it required preliminary, radical refl ection on the very meaning of 
assessment and certifi cation. It also highlights the problems faced during this 
work, some of which were due to basic contradictions found in diff erent parts 
of the Manual.

Project outline
The project to relate the six CILS examination levels with the CEFR began 
in 2006. It was co- ordinated by the director of the certifi cation centre, and 
actively involved a total of 10 experts, including researchers, item writers 
and raters1. These 10 are the only judges attending the seminars organised 
to work through each of the stages required by the Manual for the linking 
process. Nonetheless, right from the start, the project was spread and shared 
through workshops organised and held regularly by the Centre, and attended 
by students specialising in Language Testing and Assessment – some of them 
foreigners who have also had fi rst- hand experience of the CILS exam – and 
exam administrators, working in Italy and abroad2.

8
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The aim of the project is to establish a link between the six CILS examina-
tion levels and the CEFR, fi rst and foremost in order to off er a transparent 
declaration of the content and format of the exam, which can be compared 
and related to other Italian and European certifi cates, and to provide the 
necessary evidence to support this declaration. Alongside this aim, and no 
less importantly, the linking process seeks to support and contribute to exist-
ing research projects on the internal and external validity of the examina-
tions within the certifi cation centre. These projects more generally regard the 
need for monitoring and constant validation of the certifi cation off ered by 
the CILS centre3.

Here, we will present and discuss just one part of the project, regarding 
the link between the CEFR and the level A1 speaking test – Adults in Italy 
module4. The decision to focus on this part was not due simply to the fact 
that it has already been completed – all the work required by the Manual has 
actually been fi nished for levels A1 and A2.

It is a response to two diff erent sets of factors. The fi rst is related to the 
way in which the A1 speaking test is assessed: the performances are recorded 
and then assessed centrally by the CILS centre’s raters. Establishing a link 
between the CILS A1 speaking test and the CEFR also implies activities 
designed to increase the raters’ awareness regarding their judgements and 
to enhance their reliability. This was considered useful precisely for the pur-
poses of an evaluation conducted according to the methods described above, 
which are relevant to all examination levels off ered by CILS.

The second relates to the interest in and the topicality of the basic levels in 
the context of the certifi cation of Italian as a foreign language. These can be 
linked to various factors, which we consider to be specifi c to basic levels and 
diff erent from the higher levels of communicative autonomy. We will discuss 
some of these below, because we see this as essential in order to fully under-
stand the extent to which the specifi c characteristics of the CILS A1 speaking 
test cannot be excluded from the linking process with the CEFR.

Background and theoretical issues
For CILS and other Italian and European certifi cations, the explicit 
description of the starting levels of competence in the CEFR stimulated 
in- depth refl ection. The need for this kind of refl ection was felt particularly 
strongly in Italy, due not least to the varied social conditions found within 
the country, and in particular, to the presence of immigrants, who currently 
amount to some three- quarters of a million people (Caritas 2007). Their 
presence is nothing new, but it is increasingly marked by traits of stabil-
ity, which changes the condition of the Italian language among foreign-
ers, for a number of reasons. The fi rst of these reasons is that their contact 
with Italian takes place mainly in Italy. Secondly because contact is largely 



Linking the CILS examinations to the CEFR

161

spontaneous, i.e., it takes place through the very processes of social inter-
action between Italians and foreigners. Thirdly, because this spontaneous 
contact gives rise to a system of formal availability and demand for teaching 
and learning of Italian, with the consequent need to certify the level of com-
petence achieved, whether that competence has been developed naturally 
and spontaneously or through a formal language course, or a combina-
tion of the two, as is most often the case. Finally, there is an increasingly 
pressing need to expand and develop an ethical milieu (Davies 1997) on the 
issues of assessment and certifi cation of linguistic and communicative com-
petence, given the recent legislative proposal that the possession of certifi ed 
competence in Italian should become the main condition to acquire Italian 
citizenship.

CILS has taken these needs on board, and ever since the mid- nineties it has 
been implementing projects to assess the feasibility of an exam designed for 
immigrants. These projects seek to strike a balance between the recognition 
of immigrants’ specifi c characteristics and the need to off er them the same 
certifi cation product off ered to any other foreigner coming into contact with 
Italian, so as to avoid any possible element of segregation or  diff erentiation 
that might be interpreted as exclusion.

Perhaps the largest and most signifi cant of these projects was launched in 
1999, and concluded in 2001 with the construction of basic level CILS exams5. 
Within this project, both the work of theoretical and methodological refl ec-
tion and the more technical task of constructing the exam progressed along 
a route that was far from linear. Following and expanding upon the CEFR’s 
stimulation, the project tackled the problem of how to develop an exam that 
could describe, measure and guarantee, in terms of the social usefulness of 
the certifi cates, a competence that cannot be described in terms of commu-
nicative autonomy (assuming autonomy to mean the ability of a learner to 
handle communication between given domains and contexts independently 
and self- suffi  ciently). Before defi ning communicative autonomy, we had to 
rethink the very concept of linguistic and communicative competence. It is 
the manifestation of an open system – that of language – which is intrinsically 
vague and diffi  cult to confi ne, a system where oscillation of the standard is 
the rule, not the exception, a system where the dimension of actual use bears 
considerable weight (De Mauro 1982, Machetti 2006). This makes it impos-
sible to refer to the manifestations of this system univocally, with reference 
to a single standard: particularly in the early stages of competence, there is a 
range of diff erent linguistic needs that may drive diff erent learners, a range of 
diff erent domains and contexts generating these needs, and consequently, a 
range of diff erent kinds of linguistic knowledge and savoir faire required to 
handle them.

From this perspective, communicative autonomy in levels A1 and A2 is 
not comparable with that of subsequent levels: there is a problem of adequacy 
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and an issue of measurement (Davies 1990). The adequacy problem is due to 
the fact that in order to respond eff ectively to certain language needs, the 
learner requires a variety of knowledge and savoir faire that cannot simply be 
used ‘as provided’, but need to be adapted each time in order to handle dif-
ferent domains and contexts of communication, as effi  ciently as the speaker 
is able. The measurement problem arises because the autonomy seen in the 
basic levels does not allow us to categorise diff erent learners as one indistinct 
group, without considering how they have been taught and have learned, 
the type of contact they have had with the new language, their individual 
characteristics, etc. It is also due in part to the fact that this autonomy is 
of a standard below the threshold of both social acceptability (a function 
of  interaction with native speakers, which implies that the foreigner is able 
to relate to them, presenting him/herself with his/her own identity and ideas) 
and individual acceptability (felt by the learner him/herself, and a condi-
tion for the development of the inner learning process, at least as regards 
motivation)6.

As we mentioned, this project concluded with the construction of exams 
for levels A1 and A2, which, in consideration of issues such as these, is 
addressed to a diff erentiated public, with a modular structure to meet the 
needs of diff erent types of candidates7.

Project stages: Familiarisation and Specifi cation
At the time of construction of the CILS A1 exam, the test contents had 
already been amply specifi ed. Its point of reference were the frameworks 
and conceptual categories used in the CEFR on the one hand, and on the 
other, language acquisition studies carried out in the context of Italian lin-
guistic scientifi c research, which show how language learning by foreign 
adult immigrants is structured in stages that give rise to a systematic set of 
linguistic varieties8. Thus the CEFR linking project off ers a chance for analy-
sis and refl ection on the procedures used and the product created, and not 
just a comparison with the operations specifi ed in the Manual. The process 
also aims to allow the general indications given in the CEFR to be placed in 
context for the Italian language, detailing and specifying the various descrip-
tors as much as possible, as they tend to be excessively generic, especially for 
the initial stages of learning.

As mentioned, the model indicated in the Manual was used to organise 
the process for the CEFR linking project. The fi rst stage (early 2006) was 
Familiarisation using small group activities and plenary discussions, held 
each time new scale descriptors needed to be dealt with, and for prelimi-
nary activities prior to the Specifi cation and Standardisation processes, so 
that all experts participating in the project could gain shared and in- depth 
 knowledge of the CEFR.
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In greater detail, the familiarisation stage required participants to perform 
the following activities, based on the materials specifi ed below:
• CEFR, Table 1, Common Reference Levels: each participant read the 

table so as to be able to recognise the main characteristics of each level. 
This was followed by a plenary refl ection during which a co- ordinator 
highlighted the main traits distinguishing each level, also bearing in 
mind the specifi cations given in § 3.6 of the CEFR, which was then read 
and discussed by all participants.

• CEFR, Table 2, self- assessment grid: participants refl ected on their own 
level of competence in the foreign languages they spoke, focusing in 
particular on Spoken Interaction and Spoken Production, and each 
reported to the other participants on his/her own refl ections during a 
plenary discussion.

• CEFR, Table 3, qualitative aspects of spoken language use: participants 
analysed the table in detail, giving due consideration to the 
activities previously performed, and with a particular focus on the 
qualitative aspects of level A1. This activity was further developed 
by familiarisation with the CEFR scales: Overall Spoken Interaction 
(4.4.3.1); Goal- Oriented Co- operation (4.4.3.1); Transactions to Obtain 
Goods and Services (4.4.3.1); Information Exchange (4.4.3.1); Overall 
Oral Production (4.4.1.1); Sustained Monologue: Describing Experience 
(4.4.1.1).

The Specifi cation stage (mid- 2006) aimed to provide both theoretical and 
empirical evidence of the correspondence between the CILS A1 speaking test 
and the CEFR. This stage involved three types of activities:
• repetition of Familiarisation activities (Manual, Chapter 3: Introductory 

activities, Qualitative analysis of the CEFR scales)
• completion of control lists specifying the content of the CILS exam, 

with particular attention to the CILS A1 speaking test
• use of CEFR descriptors;
and was divided into two phases, one of general description and the other of 
detailed description of the exam.

For the general description of the exam, Form A1 was used (Manual, 
pages 35−36), whilst Forms A2–A6 (Manual, pages 37−40) were used 
to provide details on the diff erent aspects of the exam: test development, 
marking, grading, reporting results and data analysis.

The detailed description phase aimed to provide more information for 
linking the exam to the CEFR. Having completed the general description 
of the exam and concurred that their initial impression placed it at level A1 
(Form A8), the participants later used Forms A11 (Spoken Interaction), A13 
(Spoken Production), A17 (Spoken Mediation), A20 (Aspects of Language 
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Competence in Interaction), and A22 (Aspects of Language Competence in 
Mediation) to provide greater detail on the content of the exam and thus to 
validate the declaration given in Form 8 9.

The results of this work, regarding the spoken interaction, were reported 
in Form A23, as follows:

The graph shows that the variety of tasks and activities, topics of com-
munication and skills proposed by CILS for spoken interaction at level A1 – 
Adults in Italy module – refers to a basic level of competence strongly rooted 
in the specifi c context of language use, and can comfortably be positioned 
within level A1 of the CEFR. When looking in greater detail at the CEFR’s 
scales and descriptors, the test may in some parts seem to belong to a higher 
competence level, between A1 and A2. In reality, the test does not exceed the 
limits of A1, and indeed, this detailed clarifi cation off ers us an opportunity 
to make the CEFR descriptors more specifi c. Whilst these descriptors must 
necessarily be generic enough to apply to all languages, there is nonetheless a 
deeply and broadly felt need for more detailed specifi cations.

Project stages: Standardisation and Empirical 
Validation

Standardisation
The Standardisation process was performed including each of the three 
stages: training, benchmarking and standard setting. Training was per-
formed using CILS calibrated examples, which have been used since 2002 by 
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Figure 1: Graphic profi le of the Spoken Interaction Test CILS A1−CEFR 
relationship
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the certifi cation centre to familiarise its exam administrators with the exami-
nation methods. The calibration of these examples is the fruit of discus-
sions held in seminars in 2001 – the fi rst year that the A1 and A2 exams were 
off ered. It is subject to constant updating, because these materials are used 
for the training of future specialists at the teacher- training school for Italian 
as a foreign language, for the specialisation course in Language Testing and 
Assessment. The format of these examples diff ers a little from the indications 
in the Manual. For example, the test method used was audio, not video and 
the examiner was the candidate’s interlocutor, rather than another candi-
date. Again diverging from the indications given in the Manual (2003:70), 
participants in the linking project did not feel it would be suitable to use 
calibrated examples from other languages – e.g., those available on DVD 
for French (North and Lepage 2005). They justifi ed this choice on the basis 
of the specifi c characteristics and features of each individual language, as 
process and product cannot easily be described or summarised using stand-
ards that are, if not universally, at least transversally valid. Nonetheless, 
before starting the seminar, the French calibrated examples were viewed, 
and a reading and discussion was held of reports from the 2005 seminar of 
the Language Assessment and Certifi cation Centre of the University for 
Foreigners in Perugia (Corrigan 2007, Grego Bolli 2006) for the calibration 
of their examples.

The Training stage was followed by Benchmarking. This was performed 
by submitting a total of 12 local examples of speaking test A1 for assess-
ment by the 10 judges. The selection of clearly diff erent examples meant 
each judge was able to view a variety of performances, from those of can-
didates comfortably within the level to borderline candidates, both those 
tending towards A1−, and those closer to A2. The judges were provided 
with the CILS scales and some CEFR tables and scales to assist them in the 
Benchmarking process10. At the end of this phase, having asked the judges to 
decide what level each performance belonged to, their opinions were trans-
lated into numbers, as shown in the table below and analysed using SPSS (see 
the same procedure used by Papageorgiou 2007:41−42).

Table 1: Conversion of CEFR levels into quantitative data

CEFR level Scale

A1– (below A1) 1
A1 2
A1+ 3
A2 4
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As we can see from Table 2, the results showed a good level of  concordance 
between the judges.

Participants were directly involved in choosing the method for the 
 standard-setting phase. The advantage of this approach was that the judges 
immediately became familiar with the standard-setting process as a whole, 
and at the same time had the opportunity to get to know the diff erent methods 
fi rst hand, and to understand the pros and cons of each one. This was done 
following the directions provided by Kaftandjieva (2004:28 ff .), who amongst 
other things recommends that the method chosen should be appropriate 
to the situation, realistically usable and implementable, and valid a priori. 
Based on this, the judges opted for the modifi ed Angoff  method.

Standard setting was structured into two distinct sessions. In the fi rst 
session the judges were asked to think of an imaginary candidate – with refer-
ence, perhaps, to real candidates they had met in the past whilst administering 
the A1 speaking test, and to the calibrated examples used in Training. Keeping 
the CEFR scales used in Benchmarking to hand, they were then asked the 
question, ‘at what CEFR level can a test taker obtain each score?’, and were 
requested to explain the reasons for their choices as clearly as possible11.

Having done this, the judges discussed and shared the diff erent answers 
given. An interesting discussion arose from one judge’s answer, when he sug-
gested that the scores contained in band (B) correspond to CEFR level A1+, 
basing this assessment on the breadth of the band. Indeed, whilst all the can-
didates in question pass the test, the judge pointed out that there is an enor-
mous diff erence between those who pass with 10/18 and those who pass with 
18/18. The second standard- setting session, partly in response to this sugges-
tion, gave rise to some particularly interesting results. The judges were asked 
to answer the same question again, but this time with particular reference to a 
single ideal candidate, who gained a borderline score of 10/18, which was still 
a pass mark. The results were as follows:

Table 2: Agreement of judges − CILS A1 speaking test Benchmarking

Stage Kendall’s Coeffi  cient of Concordance

Coef Chi- Sq DF P

Benchmarking 0.753516 82.8867 11 0.0000

Table 3: CEFR level of secure pass and borderline candidates in the CILS A1 
speaking test

CILS Level Level of secure pass candidate Level of borderline candidate

A1 A1 A1−
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The results of the two standard- setting sessions also show a good level of 
concordance between the judges in establishing a cut- off  score for the CILS 
A1 speaking test in relation to the CEFR, thus confi rming the declarations 
from session 4.

Empirical validation
The link between the CILS exam and the CEFR was completed with the 
Empirical Validation process. Given the impossibility of providing data on 
the external validation of our test, since it is still in the planning stage, here 
we present some of the more prominent aspects regarding its internal valida-
tion. For this validation, as we have already mentioned, we were able to draw 
upon data from research designed to constantly monitor and validate CILS 
exams and control their quality (Barni and Machetti forthcoming). The sta-
tistically processed data from this research was also applied using qualitative 
analysis procedures: selecting and interviewing a sample of those who had 
sat a given exam, and asking questions on various aspects of the test, from 
content to administration methods (Banerjee 2005).

This research brought to light some rather interesting data on the percent-
age of candidates passing the CILS exams. Here we look at the pass rate in 
the speaking test; the Manual considers a pass rate that is stable over a certain 
period of time to be a signifi cant demonstration of a valid link between the 
exam and the CEFR (Kaftandjieva 2005:26 ff .).

The table shows that in the period of time considered – from the June 2006 
session to the May 2008 one, for a total of fi ve examination sessions – the pass 
rate is not only stable, but also very high. Considering the explanation given 
in section 3 of the predominant weight assigned to this test within the CILS 
A1 exam for adults in Italy, justifi ed by the kind of contact these candidates 
have with spoken Italian, the high pass rate is a sign of the good quality of 
the test, fully refl ecting the competence characteristics expected at this level.

These pass rates prove to be even more signifi cant when analysed in detail, 
looking at the percentage of candidates passing with each possible score.

Table 4: CILS A1 speaking test – number and % of pass rate candidates (ses-
sions 2006−2008)

Examination session Candidates Pass rate %

8 June 2006  57  56 98.24%
4 December 2006  40  37 92.50%
7 June 2007 574 557 97.04%
6 December 2007 160 154 96.25%
8 May 2008  88  79 89.77%
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Some refl ections on the use of the Manual
The project to link the CILS exams with the CEFR revealed both positive 
aspects and diffi  culties. The positive aspects lie in the opportunity off ered by 
the project to refl ect once again on the European document, and thus to gain 
greater awareness both of its strengths and of its weaknesses. In addition to 
this, the consistency and similarity of opinions of the diff erent experts par-
ticipating in the project confi rm the validity of CILS’ decision to assess the 
tests internally, using these same experts.

The diffi  culties were essentially of two types. The fi rst had to do with inter-
nal limits to the project and the availability of those involved. In our case, 
the project to link the CILS exams with the CEFR took place in parallel with 
other projects, and space had to be found for it within the normal, everyday 
activities of research, planning and examination performed by the centre. 
This led to a number of organisational problems, often worsened by fi nancial 
diffi  culties and by the rather limited number of people who were able to dedi-
cate themselves to the operation full time. Furthermore, it should be empha-
sised that the culture of assessing linguistic and communicative skills is not 
yet very highly developed in Italy (Barni and Machetti 2005, Barni forthcom-
ing). Consequently, these refl ections are not taken into consideration on an 

Table 5: Speaking test CILS A1 – candidates grouped by fi nal score (session 
2006−2008)

Examination 
session

8/6/06 4/12/06 7/6/07 6/12/07 8/5/08

Total 
candidates

57 40 574 160 88

Score N° % N° % N° % N° % N° %

Candidates 
attaining 
each score 
expressed as a 
number and as 
a percentage

 0  1  2.50%   2  0.35%   4  2.50%
 5  1  1.14%
 6   1  0.17%
 7  1  1.75%   4  0.70%   2  1.25%  4  4.55%
 8  1  2.50%   7  1.22%  2  2.27%
 9  1  2.50%   3  0.52%  2  2.27%
10 10 17.54% 13 32.50%  40  6.97%   1  0.63% 28 31.82%
11  5  8.77%  6 15.00%  30  5.23%   5  3.13% 12 13.64%
12  9 15.79%  1  2.50%  30  5.23%   2  1.25%  9 10.23%
13  6 10.53%  6 15.00%  54  9.41%   7  4.38%  5  5.68%
14  4  7.02%  3  7.50%  48  8.36%  12  7.50%  4  4.55%
15  4  7.02%  2  5.00%  64 11.15%  28 17.50%  3  3.41%
16  5  8.77%  2  5.00%  86 14.98%  35 21.88%  7  7.95%
17  3  5.26%  2  5.00%  84 14.63%  39 24.38%  1  1.14%
18 10 17.54%  2  5.00% 121 21.08%  25 15.63% 10 11.36%

Pass rate 56 98.24% 37 92.50% 557 97.04% 154 96.25% 79 89.77%
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institutional level, and are not adequately supported. The prevalent approach 
here is a bureaucratic one, oriented towards centralisation and state control, 
so that the criterion for a good test is not its ethicality, but rather the presence 
of a ministerial stamp of approval.

The second kind of diffi  culty had to do with the structure and intentions 
of the Manual. From 2003 to the present, these diffi  culties have been met and 
pointed out by authoritative fi gures (Alderson 2002, Fulcher 2004a, Fulcher 
2004b, Weir 2005), but we feel it would not be superfl uous to go over them 
again in the conclusion of this paper. We present them as questions, because 
we feel it is useful to view them as issues that are still open, on which there can 
be new, and we hope fruitful, discussions:
• Is it possible/plausible to establish a perfect link between an exam and 

the CEFR, comparable with those established for other languages? If so, 
what happens to the specifi c characteristics, and above all the strongly 
social nature of each language?

• What will become of the specifi c characteristics of non- autonomous 
competence? Is the core problem of the CEFR to remain that it does not 
suffi  ciently perceive the diff erence between communicative autonomy 
and non- autonomy, and that it does not relate competence to the 
diff erent types of users (Hasselgreen 2005)?

• Are the linking procedures proposed by the Manual not perhaps 
overcomplicated? And could this not lead to both the risk of performing 
the entire linking process automatically, and that of accepting 
assessments without further explanation, thus also losing any remaining, 
positive element of subjectivity?

Notes
 1. CILS is an offi  cial qualifi cation certifying linguistic and communicative 

competence in Italian L2. CILS off ers six examination levels: CILS A1, 
CILS A2, CILS Uno- B1, CILS Due- B2, CILS Tre- C1, CILS Quattro- C2. It 
was established in Italy and around the world following the legal institution 
of the university (Italian Law n°. 204 dated 17.02.1992), under the general 
regulations on the Italian university system, and on the basis of a framework- 
convention stipulated between the Italian Ministry of Foreign Aff airs and the 
university in 1993 and renewed in 2004. Since 2005 the CILS Centre has been 
an institutional member of EALTA, the European Association for Language 
Testing and Assessment (www.ealta.eu.org).

 2. Thus, in each phase, the project corresponds well both to the requirement of 
being carried out by experts and to that of involving a range of people who 
represent as closely as possible those involved in all the diff erent roles within 
the examination process. With reference to the standard- setting process, 
Kaftandjieva (2004:28) states that this requirement is a high priority, but 
diffi  cult to fulfi l.

 3. CILS is based on sound and systematic scientifi c research in the sectors 
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of linguistic theory and its application (standardised for the purposes 
of assessment), psychometrics, statistics and IT, with a focus on the 
responsibility inextricably linked to individual and collective assessment 
operations. The research activities informing the construction of CILS are the 
following:

 − analysis of the position of Italian around the world: analysis of the needs 
of actual and potential course users; identifi cation of general and local 
characteristics of available teaching (De Mauro et al 2002, Patat 2004)

 − analysis of the possibilities and conditions for usefulness of the certifi ed 
linguistic and communicative skills in diff erent social contexts: from the 
world of work to higher education, to specifi c interests in diff erent local 
situations (Barni and Villarini 2001, Vedovelli et al, forthcoming)

 − analysis of the language’s structural characteristics: historic/linguistic 
conditions, models of use, characteristics of social communication amongst 
native speakers, general and typological characteristics of texts (Bagna 2003, 
2004)

 − analysis of linguistic and communicative competence models: defi nition of 
development processes and stages of learning (Bagna 2001, Vedovelli 2002, 
Vedovelli and Villarini 2003)

 − analysis of methodological instruments for measuring and assessing 
competence (Machetti 2007, Vedovelli 2005)

 − analysis of the impact and consequences of certifi cation on the education 
world and on society in general (Barni forthcoming, Barni 2005).

 4. The CILS A1 speaking test – Adults in Italy module – involves an individual 
performance by the candidate, in two separate parts with diff erent types 
of oral test, one for conversation, the other for solo production. The fi rst 
test takes the form of a face- to- face conversation: the administrator holds 
a brief presentation dialogue with the candidate, which is followed by a 
conversation on a general or personal topic chosen from amongst four 
proposals. Having chosen the topic, the candidate has 2−3 minutes in 
which to prepare and organise his/her thoughts. The administrator takes an 
active part in the conversation (which lasts about 2 minutes), with relevant 
comments and questions. The second test takes the form of a 1- way speech 
given face- to- face: the candidate must be able to give an autonomous 
presentation – without the administrator’s intervention – on a topic chosen 
from amongst four proposals. The candidate has a few minutes to prepare 
his/her presentation. Altogether, the two tests last for a maximum of 15 
minutes. Out of a total of 60 marks for the entire exam, the maximum score 
a candidate can achieve in this test is 18/18. This is the same score obtainable 
in the listening comprehension test, whereas for the other two tests in the 
exam – reading comprehension and written production – the maximum score 
is 12/12.

 5. On this issue, see Vedovelli (1997).
 6. For an ample illustration of the diff erent phases and main results of this 

project, see Barki et al (2003).
 7. The modules are designed for immigrant adults in Italy; for the children of 

immigrants in Italy, aged between 6 and 11 years; for the older children of 
immigrants in Italy, aged between 12 and 15 years; for foreign youngsters 
studying Italian abroad, aged between 8 and 15 years; for the children of 
Italian emigrants (3rd, 4th and 5th generations), aged between 8 and 15 
years; for learners with particular diffi  culties learning Italian, due primarily 
to the fact that their L1 is from a language typology that is very distant from 
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Italian (e.g., Asians). The modular structure allows for the expansion of 
the certifi cate’s functions, which are not limited to describing the structural 
characteristics of the learner’s interlanguage so as to ensure the social value 
of the certifi cate, but also extend to diagnosing the potential for development 
of the language learning process, and to reinforce motivation.

 8. For a summary of the results of these studies, see Giacalone Ramat (2003).
 9. The results of the description given in Forms 11 and 20 can be found in the 

Appendix.
10. The CILS A1 scales are those presented in Barki et al (2003:101 ff .); the 

CEFR tables and scales used are:
  •  Manual, Table 4.1 – CEFR Scales for Communicative Language 

Activities
   −  scale A11 – Spoken Interaction (CEFR, Overall Spoken Interaction)
   − scale A13 – Oral Production (CEFR, Overall Oral Production)
  •  Manual, Table 4.2 – CEFR Scales for Aspects of Communicative 

Language Competence
   −  scale 4.4 – Relevant Qualitative Factors for Spoken Interaction 

(CEFR, scales for General Linguistic Range, Vocabulary 
Range, Grammatical Accuracy, Sociolinguistic Appropriateness, 
Phonological Control, Cohesion and Coherence, Fluency)

   −  scale 4.5 – Relevant Qualitative Factors for Oral Production 
(CEFR, scales for General Linguistic Range, Vocabulary Range, 
Grammatical Accuracy, Phonological Control, Cohesion and 
Coherence, Fluency).

11. For this activity, the diff erent scores assigned to candidates for the CILS A1 
speaking test were grouped into two bands: band (A) = from 0 to 9/18; band 
(B) = from 10 to 18/18.
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Appendix
Table 1: Specifi cation: Spoken Interaction − CILS A1

Categories and 
References

Short description

Situations, 
Content 
categories, 
Domains 
(CEFR, 4.1, 
Table 5)

Home, Education and Work, Travel, Buying in shops, supermarkets and 
markets, Health, Services

Communication 
themes
(CEFR, 4.2)

Home: lodgings, categories, practical functions and services considered 
necessary, other;
Education: language courses (enrolment, timetables, categories and 
teaching material);
Work: categories and availability; working conditions (working hours, 
holidays), other;
Travel: public transport (timetables, train, plane and bus tickets), street 
directions, identifying places, other;
Shopping in stores, supermarkets, markets: means of transport, books 
and stationery, food and drink, household cleaning products, clothes, 
household items, furniture, prices, other;
Health: main parts of the body, medicines, illnesses, seeing the doctor, 
laboratory tests and medical examinations;
Services: personal documents, residence permit; domestic utilities, food 
tastes and preferences, other

Communicative 
tasks
(CEFR, 4.2) 

−  asking an estate agent for information about renting or buying an 
apartment

−  asking a policeman or member of the public for directions to a place
− asking for information about a public transport service and buying tickets
− asking for information about social services
− asking for information about sports activities
−  asking for information about health services and making appointments 

with the doctor and for tests
− asking for information about sending parcels/paying bills
− asking for information about obtaining documents from public offi  ces
−  asking for information about various types of items on sale and shopping 

in stores, markets and supermarkets
− ordering food and drink in bars and restaurants
− buying tickets for the cinema/theatre

Communicative 
activities a) 
and interaction 
strategies b)
(CEFR, 4.4.3.1; 
4.4.3.5)

a) − casual conversation
     − informal discussions and meetings
     − co- operation for a specifi c aim
     − transaction to obtain goods and services
     − exchanging information
     − interviewing and being interviewed
b) − planning (assessing the situation)
     − implementation (asking for help, turn taking in conversation)

Text- types
(CEFR, 4.6.2)

     − dialogues in simple situations
     − dialogues and interpersonal conversations

Tasks
(CEFR, 7.1, 
7.2, 7.3)

     −  tasks were selected with due consideration of the learners’ 
communicative needs outside the classroom, with reference to specifi c 
social needs

     −  tasks that enable learners to exhibit communicative functions such as 
describing, informing, expressing their tastes
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Table 2: Specifi cation: Aspects of Language Competence in Interaction − 
CILS A1

Competence Description

Linguistic competence: 
range of lexical and 
grammatical competence
(CEFR, 5.2.1.1, 5.2.1.2)

 −  Lexical competence: approx. 850 words from the basic 
vocabulary of Italian, belonging to the following semantic 
fi elds: family, home, furniture, clothes, household 
items, cleaning products and personal toiletries, natural 
phenomena, shops, public offi  ces, food and drinks, 
professions, school, body and health, nationalities

− Grammatical competence:
− defi nite and indefi nite article
− gender and number of nouns
−  nouns and descriptive adjectives (for the productive skills 

noun−adjective agreement is not required)
− modal verbs
−  active conjugation of auxiliaries essere and avere and of 

regular verbs in the following modes and tenses:
 •  present indicative
 •  perfect indicative (subject−past participle agreement is not 

required)
 •  present infi nitive
 •  imperative (active and negative forms in the 2nd person 

singular and plural)
− modal verbs: potere, dovere and volere
− subject pronouns and recognition of object pronouns
−  possessive, demonstrative and interrogative adjectives and 

pronouns
− main adverbs:
 •  of time (prima, poi, dopo, già, ora/adesso, sempre, mai, 

oggi, domani, ieri)
 •  of place (qui/qua, lì/là, sopra, sotto, giù, dentro, fuori, 

vicino, lontano, davanti, dietro, a destra, a sinistra)
 •  other common adverbs (così, molto, poco, tanto, più, 

meno, meglio, bene, male)
−  cardinal numbers (knowledge is required of: numbers 1−20, 

tens, hundreds, thousands, a million)
−  prepositions, including those combined with the article
−  simple phrases: declaratives, interrogatives introduced by 

chi, come, dove, quando, perché, che cosa, volitives with the 
imperative

− complex phrases: co- ordinate clauses introduced by e and ma
− subordinate clauses
 •  causal clauses introduced by perché
 •  temporal clauses introduced by quando
−  fi nal clauses in implicit form, introduced by per with the 

infi nitive
Linguistic competence: 
range of phonological 
competence
(CEFR, 5.2.1.4)

−  ability to recognise and use the main intonation patterns 
(interrogative, declarative and imperative) and distinctive 
traits needed to handle minimal communication such as the 
distinction of phonemes (minimal pairs: voiced vs. voiceless 
consonants, long consonants, open vs. closed vowels)

−  ability to express oneself and make oneself understood in 
Italian, allowing for some uncertainties and pronunciation 
still rooted in L1
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Table 2: (continued)

Competence Description

Socio- Linguistic 
Competence
(CEFR, 5.2.2)

−  ability to interact with one or more interlocutors informally;
−  ability to apply the simpler rules of courtesy and the 

conventions governing turn- taking: expressing courtesy in 
a positive way, showing interest for what the interlocutor is 
saying, showing admiration, gratitude, the appropriate use 
of per favore, grazie etc.

Pragmatic Competence
(CEFR, 5.2.3)

−  ability to accomplish diff erent communicative functions: 
ask simple questions, respond and exchange information on 
familiar topics regarding the family, school or free time, give 
a simple description of oneself or other people, places, living 
conditions, etc. and express one’s tastes
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Abstract
This case study started as a small project focused on the grammar and vocab-
ulary paper, part of the general suite of Euro examinations. In this period all 
the four phases in Relating Language Examinations to the Common European 
Framework of Reference for Languages: Learning, Teaching, Assessment. 
Manual. Preliminary Pilot Version (Council of Europe 2003, henceforth, the 
Manual) were intensively dealt with by a team of Euro item writers. This fi rst 
stage of the project provided an excellent opportunity to analyse one paper 
in depth and pilot techniques to be used later. When the project was extended 
in a second stage, it covered four complete Euro examinations and all the 
four phases in the Manual were dealt with again. In this stage, the Euro 
project recreated the measurement scale that the illustrative scales in the 
Common European Framework of Reference for Languages (CEFR) itself 
are based on in the sense that CEFR linked thresholds were computed. Using 
Many- facet Rasch Measurement and a lesser known anchoring technique, 
the Euro team standardised a range of Euro items and linked them to the 
CEFR, setting CEFR- related pass marks to their examinations. Refl ections 
on trying out the Manual and on the whole process of linking, which may be 
useful for others in the fi eld, complement the case study.

The context and the purpose of the Euro linking 
project 
The Euro examinations are profi ciency tests of English that comprise 
reading, listening, writing, grammar and vocabulary, mediation (both ways 
between English and Hungarian) and speaking papers, each of them at three 
CEFR levels (B1, B2 and C1). Euro Examinations had had an interest in the 
Common European Framework of Reference for Languages (CEFR, Council 

9
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of Europe 2001) and the need to strengthen refl ective practice among staff  
led to the case study. Motivation also came from the need to evaluate the 
appropriacy of the Euro cut- off s because they had never been researched 
before. In addition, Euro felt they had the experience to build on, having 
attained accreditation1 in 2001. Thus in 2005, they decided to undertake a 
small study in response to the Council of Europe initiative. Initially, the case 
study focused on the grammar and vocabulary (GV) paper only, which is 
a test of 40 text- based objective items2. I will refer to this initial project as 
Stage 1. Then in 2007, the Ministry mandated all examinations in Hungary 
to establish a link to the CEFR, no matter how well the methodology in the 
Manual had been worked out. The project, therefore, had to be extended, 
to include four complete Euro examinations (levels B1, B2 and C1 from the 
general suite and level B2 from their business suite). I will refer to this wider 
project as Stage 2.

Background in research on language assessment 
The Euro projects relied on Messick’s principles (1981a, 1981b, 1988, 1995, 
1996) about potential sources of invalidity. These were construct underrep-
resentation (when the test measures a lot less than it should, of the ability or 
particular aspect of language profi ciency in focus) and construct- irrelevant 
variance (variation in the scores caused by factors not related to what is meas-
ured, e.g. test method factors) and the need to discount rival interpretations 
(of test or research results, for example, which go against the interpretation 
most likely expected and which are often quite simple). One additional prin-
ciple, by Glaser and Strauss (1967), was that of data saturation, i.e. recurrent 
qualitative evidence which, providing no new insights, may be taken as an 
indication that the  evidence is complete enough for conclusions to be drawn.

Research in language testing also infl uenced the Euro project in that an 
examinee- based method was chosen for standard setting, in line with the 
current trend that Kaftandjieva observed (2004:15). Such methods were 
attractive to Euro because examiners, all being teachers as well, are more 
likely to be familiar with a rating situation and the rater’s role than with esti-
mating item diffi  culties in a test- centred exercise. Relevant studies in Cizek 
(2001) were also consulted.

Like many other institutions, Euro faced the problem of fi nding enough 
suitable calibrated or standardised samples (see the introductory chapter 
in this volume), without which empirical validation can hardly be started. 
Most reference material (samples) published at the start of the project lacked 
some of the validity information (procedures, measurements) one would 
need in order to choose them as reference. Comparability problems were also 
experienced. Supposing DIALANG reading items were to be used (Council 
of Europe 2004b), it would turn out that item diffi  culties and cut- off s are 
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reported (the latter in Table 1), but there is no information about the upper 
and lower extremes of the DIALANG scale. By contrast, the same infor-
mation is traceable in North (2000), rendering their scale comparable with 
other measurements (Table 1). Another case in point may be the CEFR 
Performance Samples video (Migros Club Schools and Eurocentres 2003). 
The video at fi rst appeared to be the one North (2000) used and which would 
have been important for the Euro project. A closer inspection, however, 
revealed that the video includes only four participants from North’s well- 
documented rating conference (p. 329). Thus, it may be stated, North 
(2000) has the ability calibration data while the video contains a selection of 
 performance samples but the two hardly overlap. 

These problems ultimately make it diffi  cult to make a comprehensive and 
unifi ed link to the CEFR. The best one could hope for is to use reference 
items in paper- by- paper comparisons (judgements) with relevant local items 
and to test these comparisons statistically, to see whether there is a relation-
ship between the reference and local items. With the extension of the project 
(six papers in four examinations), Euro ought to have found at least 24 
well-documented (sets of) reference items and performances.

Problems of incomplete and inadequate reporting led Euro to wonder 
whether a diff erent approach was possible, through North and Schneider’s 
work (North 2000, Schneider and North 1999). First, it was their work in the 
1990s that formed the basis for the illustrative scales in the CEFR (Council 
of Europe 2001:43−130). Second, the result of their work was a large number 
of calibrated descriptors, well- documented and comprehensive, cover-
ing diff erent skills and papers in one measurement framework. The proce-
dure described below was attractive because it held out the possibility of 
bringing the three Euro levels together in a single framework, using North 
and Schneider’s calibrations in setting up a CEFR- linked A1−C2 scale of 
 descriptors in Hungary.

Table 1: The comparison of two probabilistic scales for relevant data (cut- off s 
and end points)

The DIALANG reading
scale/cut- off s

North and Schneider’s scale/
cut- off s

Upper end no information 4.77
C2 2.0 1 3.9
C1 1.23 2.8
B2 0.21 0.72
B1 −0.22 −1.23
A2 −0.56 −3.23
A1 −0.94 −4.29
Lower end no information −5.68
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MFRM technology was used intensively in the Euro project. The acronym 
stands for Many- Facet Rasch Measurement (Linacre 2006), an extension of 
the basic probabilistic Rasch model, itself a branch of the ‘IRT family’ (Item 
Response Theory) of measurement models. MFRM is an extension because 
in addition to the variables of candidate (ability) and items (tasks), it can also 
be used in ‘subjective’ rating situations where there are examiners (raters) 
or other systematic variables of foreign language performance. MFRM can 
put Messick’s ideas about construct- irrelevant variance into practice by 
removing or neutralising misfi tting (inconsistent) elements from datasets in a 
series of analyses. A misfi tting candidate is, for example, someone who keeps 
guessing, cheats or otherwise scores or loses a point when not expected. Such 
misfi tting elements might be problematic tasks, items and CEFR descriptors, 
inconsistent respondents such as candidates, examiners, raters and judges. In 
measurement such elements are seen as ‘contaminating’ the data and the pro-
cedures by which datasets are freed from misfi tting elements are called data 
cleaning procedures3. In MFRM analyses four diff erent fi t indices help iden-
tify the contaminants. MFRM can also put in practice Messick’s ideas about 
construct- irrelevant easiness or diffi  culty by compensating for rater and task 
eff ects (or any additional facets of performance, one of which in our case 
was the language of CEFR descriptors). Compensation makes measurement 
more strongly refl ect what really needs to be measured, since we are ulti-
mately not interested in the tools of measurement. It is possible to ‘construct 
the construct’, as it were, in a series of analyses. Data- cleaning techniques 
can contribute to the validity of measurement by making it more consist-
ently, or reliably, measure whatever is measured, whereas compensating for 
performance factors (facets) enhances validity by increasing the dominance 
of the construct, i.e. construct- relevant variance in determining the outcome 
of a test, survey, etc.

The design of the linking project
Euro Examinations completed their linking project in two stages. As has 
been said, in Stage 1 they focused only on one paper (GV), dealing with all 
the four phases recommended in the Manual. In order to link the complete 
examinations in Stage 2, they repeated the procedure at a larger scale, modi-
fying some of the techniques as well.

The project members were both full- timers and part- timers, selected on 
the basis of experience, whether they could be seen as ‘holders’ of the Euro 
standard. In Stage 1, the type of test, the fact that the GV paper contained 
selected- response and short- answer items (marked clerically) demanded that 
item writers should be the project members, since the standards were to be 
applied in the test construction stage. In Stage 2, the item writers were joined 
by some of the designers of the Euro tests and a number of oral examiners. 
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Given that these roles are often combined in Hungary, for the sake of sim-
plicity, I will refer to them as examiners, even in their judgement roles. I was 
asked to lead the project as an outside consultant.

The design of Stage 1
In the familiarisation phase, the task was to see whether the item writers were 
adequately familiar with the CEFR. Taking my cue from the sorting exer-
cise in the Manual (pp. 25−27), I jumbled 133 CEFR descriptors whose level 
the item writers determined. The descriptors, drawn from 15 relevant scales, 
including those of linguistic competence and vocabulary scales, were collated 
as a questionnaire, which was scored on a correct/incorrect basis. The exam-
iners were given feedback and formative discussion followed. If  necessary, I 
was to provide further training for them.

In the specifi cation phase, a content analysis of previous GV papers 
took place because the specifi cations did not provide enough information 
about the construct, i.e. what of linguistic competence needs to be measured 
and at which level. The project, therefore, fell back on eliciting the infor-
mation from the item writers because they wrote items on a regular basis. 
One technique was to elucidate from them what made a particular task or 
paper a good example of the level, in order to see what their conceptions of 
the Euro levels were and whether those were in line with the descriptions in 
the CEFR. Another substitute for adequate specifi cations was to have two 
outside experts, of language testing and linguistics, establish whether CEFR 
construct categories (pp. 108−117) were actually represented in the papers. 
They wanted to know whether papers in diff erent test versions covered the 
same construct categories and whether Euro levels diff ered in terms of which 
construct categories they represented. The experts translated these questions 
into the key variables of test administration (the occasion of test- taking), 
type, or format of task (dictation, multiple-choice cloze, modifi ed cloze), the 
texts providing the context for the items, the authors of the texts and the focus 
of the item (what construct category the item is targeted at). Since a limited- 
choice item typically has more than a single focus, the complexity of items 
could also be analysed. Items with more focuses (in terms of CEFR catego-
ries) were  considered to be more complex.

In the standardisation phase, the item writers and I further investigated 
a possible gap between earlier Euro standards and the CEFR, by identify-
ing the diff erences between their notion of what the minimally acceptable 
B1, B2 and C1 candidates can do and what the CEFR explicitly specifi es 
as such. I asked them to mark the descriptors (or parts of) they considered 
‘too demanding’. Next, the item writers held a video rating conference with 
11 CEFR Performance Samples (Migros Club Schools and Eurocentres 
2003) using CEFR criteria (pp. 28−29). The analysis was done in three 
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diff erent ways: comparison of the Euro ratings with North’s measures, reli-
ability analysis of the rating conference data and the testing of the agree-
ment between the raters. Finally, Euro attempted to adjust the standards for 
the GV paper, using candidate performances, which is one of the examinee- 
centred approaches in Kaftandjieva (2004). The item writers had to convert 
their conception of the CEFR scales and the oral/aural productions of the 
video into judgements about a selection of GV papers.

The empirical validation phase started with internal validation. The reli-
ability of the GV tests was established, through the deletion (neutralising) 
of problematic candidates and items. The stability of the test (across exam 
dates) was evaluated using MFRM. External validation was also attempted 
in Stage 1, using item writer judgement data to predict minimum stand-
ards (pass marks), but this was inconclusive for two reasons. First, Euro 
Examinations applied a compensatory pass mark, to which all test papers 
contributed. Therefore, success could not be predicted from a single test 
paper. Second, the fi ndings were contradictory in some ways.

The design of Stage 2
In this stage, the phases in the Manual were dealt with again, as recom-
mended, repeating some of the procedures at a larger scale. It is perhaps best 
if the description begins with the standardisation phase because the require-
ments of that phase determined what had to be done earlier, in the famil-
iarisation phase. The most central task was to set up a standard via North 
and Schneider’s calibrations and to construct an overall A1−C2 CEFR scale 
on the basis of the Euro questionnaire data. North and Schneider had had 
teachers rate students with the descriptors and, using MFRM technology 
(the same Facets software), they calibrated diffi  culty values for their descrip-
tors, which allowed them to place the descriptors into the A1 to C2 bands. 
(The right- hand column in Table 1 shows the cut- off  points they determined.) 
It was the calibrations that allowed North and Schneider to decide whether 
a descriptor was B2, rather than B1 or C1, etc. By administering many of the 
same descriptors to the Euro examiners, I expected to create a comparable 
body of response data in Hungary. The Euro experiment, therefore, had to 
be comprehensive in terms of elements of language profi ciency (communi-
cative language activities or skills), scales and languages. Although most of 
the descriptors had been calibrated in English by North (2000), a compari-
son with the CEFR (2001) itself would show that some scales, most notably 
those of reading comprehension, were probably fi rst calibrated in German 
(Schneider and North 1999). In this way, including German, at least in the 
standardisation phase of Stage 2, was obviously desirable.

The comprehensive nature of the exercise demanded a long and reliable 
data collection tool. Two questionnaires, or forms, were taking shape, which 
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included many descriptors from 24 German and 25 English scales. Thirty- 
seven examiners (including a German team) were selected for Stage 2, taking 
into account their experience with diff erent levels, papers and tests. While 
responding, the examiners were to decide the CEFR level of the descriptors, 
which created a rating situation quite like North and Schneider’s in that their 
teachers also rated descriptors that had no level specifi cation. I made no 
changes to the wording of the descriptors.

In order to satisfy MFRM technical requirements of connectedness4, each 
examiner was to fi ll in a second questionnaire of descriptors, from 14 scales in 
Hungarian, which brought the number of responses to about 400 per exam-
iner. This was necessary because if English examiners had responded only to 
the descriptors in the English questionnaire and the German examiners to 
the German questionnaire, the two datasets would not have been compara-
ble. The descriptors in Hungarian provided the missing link for the software.

The MFRM analyses based on Hungarian data could not yet be the basis 
of any claims for a link to the CEFR, of course, since it was a psychometri-
cally unrelated analysis, independent of North and Schneider’s measures. 
Likewise, the diffi  culty value for each descriptor would necessarily be diff er-
ent from those by North and Schneider because the Hungarian dataset only 
refl ected the judgement of the Euro examiners. Therefore, I selected a batch 
of descriptors with excellent measurement properties from North (2000) 
and Schneider and North (1999) to be the link (anchors) between North and 
Schneider’s calibrations and the Euro dataset. In the analysis, I fi xed the dif-
fi culty values of the anchors at the mean of values taken from North and 
Schneider’s work.

What was done up to this point was mainstream language testing meth-
odology in that test equating is typically based on anchored items. In our 
case, the batch of North and Schneider’s descriptors were the common items. 
Jones (2002) had also included many of North’s fl uency descriptors in his 
own work to anchor the Association of Language Testers in Europe (ALTE) 
scales. The most important outcome for the Euro project is demonstrated by 
the MFRM output graph that summarises the diffi  culties of all 688 descrip-
tors now linked. In Figure 1, ability increases horizontally, from left to right, 
while probability increases along the vertical axis. The A1 curve, character-
ising the lowest CEFR level is shown as 0s. It starts high on the left (high 
probability of low ability), but then falls, plunging towards a point of inter-
section with the A2 curve, shown as 1s. By contrast, the A2 curve starts low 
(low probability of somewhat higher ability), rising as ability increases until 
it reaches its peak, but then falling as the B1 curve is beginning to rise. It was 
the intersections of the curves and the attached numerical values that were 
relevant to us. These are called thresholds, above which item (descriptor) dif-
fi culties were more likely to correspond to A2 rather than A1, or B1 rather 
than A2, etc. In this sense, out of the many descriptors we have created an 
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overall A1−C2 scale from the Hungarian dataset, which has CEFR- related 
threshold values (right- hand column, Table 2, further below). Since MFRM 
technology puts items, raters and candidates on the same logit scale, the 
threshold values were there for use in the next phases of linking. These thresh-
olds could fi rst be applied to Euro items and then to carefully selected candi-
date performances from the spring 2007 examinations, to set CEFR- related 
standards. MRFM made this possible, via the step anchoring approach, 
which is less well- known than item anchoring. Through step anchoring the 
threshold values (and not diffi  culty values) from the CEFR- related Euro 
descriptor calibrations may be fi xed in similar MFRM calibrations of exam-
iner judgements of Euro items and also of candidate performances, since the 
examiners judged both items and candidates according to CEFR levels.

The examiners estimating carefully selected candidates’ profi ciency was 
to be the high point of the project because, in my experience, an examina-
tion battery can never be perfectly geared in advance to a particular level 
so that the borderline performances are found exactly at a preconceived 
passing score. The validation of an examination, i.e. answering the ques-
tion whether the examination tests the CEFR level that it purports to test 
must ultimately be the validation of a minimum ability needed for a pass, 
operationalised as a pass mark. Thus the questions for the external empiri-
cal validation phase were whether Euro Examinations passes the candidates 
that they should in light of the CEFR standards. If not, what passing score 
(minimum logit ability) allows the same inference to be drawn over time and 
diff erent administrations?

Figure 1: Anchored Euro probability curves
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As I have indicated, the standardisation design principles shaped how 
familiarisation was to be carried out earlier in Stage 2. The questionnaires 
were administered to examiners as a summative measure, to test how familiar 
they were with the CEFR. The complete specifi cations were also revised in 
Stage 2, using developments related to the CEFR, such as The Dutch CEFR 
Grid (Version 4) (no date) and the two ALTE CEFR grids for writing and 
speaking (no date). These were used for most of the papers5.

Procedures and results
In the reporting below, preference is given to Stage 2 because it covered com-
plete examinations. Stage 1 results are also reported where space allows, as 
they lend a degree of procedural validity to the whole study.

Familiarisation
At Stage 1, barely 41% of the item writers’ answers were correct on average. 
In response to this poor result, some more analyses were conducted, chiefl y 
of categorical variables, to see how the item writers’ awareness of CEFR 
levels could be characterised. It turned out that, when in doubt, they tended 
to indicate a level higher than what is in the CEFR. They seemed to be more 
‘lenient’ than the CEFR, as if there was a gap, implying lower Euro stand-
ards and likely aff ecting the level of the tests they wrote. At Stage 2, the mean 
familiarity reached 50%, only a modest increase over a single year.

Specifi cation
In the elucidation activities, the item writers selected the tasks they thought 
best represented and supported their choices with explanations, which were 
recorded. The data was examined for emerging patterns. The original authors 
of the tasks were also traced, in order to discount the rival hypothesis that the 
item writers selected their tasks as best representing the level for a diff erent 
reason, unrelated to the focus of the study, i.e. whether they chose tasks they 
themselves wrote. If that had been the case, the validity of the insights would 
be in doubt.

The item writers’ conceptions of level B1 matched the CEFR best. By com-
parison, level B2 was not as sharply conceived, while some CEFR require-
ments for level C1 were thought to be far- fetched. The responses revealed a 
gap here, between the item writers’ conceptions (expectations) and some C1 
descriptors that seemed to specify excessively high requirements. Only three 
texts (out of the 18) were selected by their original authors, which suggested 
that item writers’ choices of ‘best tasks’ had probably not been strongly 
 infl uenced by their own work.
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In the expert analyses 265 GV items from six complete, consecutive papers, 
at three levels, were categorised, according to what each item focused on. Data 
saturation demanded that, if necessary, more papers be analysed, until no 
new information was yielded. The analysis was based on the CEFR itself (pp. 
108−117) from which the experts made 15 categories with very minor modifi ca-
tions. They trained with a spare B2 GV paper and discussed their fi ndings. Next, 
they worked individually, now with the papers for the main study, deciding 
which CEFR category (categories) each item focused on. Then going through 
all the items together, the experts arrived at agreed (moderated) verdicts.

Statistical analyses of the moderated classifi cations followed. I ana-
lysed item focus for a possible relationship with task type (dictation, MC- 
cloze, etc.), administration (the test- taking times of December 2003 vs. 
February 2004), level, text and author. The data being categorical, I chose 
 cross-tabulation (chi- square) to conduct:6

1. Overall comparisons, between the six studied tests in the study period.
2. Separate additional comparisons because overall comparisons do 

not rule out the possibility that relationships might be diff erent, if 
the two administrations are considered separately or if each level is 
independently analysed across administrations.

3. An analysis of the stability of the test between two administrations of 
the same level.

4. Tests of relatedness run in order to fi nd out whether complexity 
increased with the level.

The experts identifi ed 617 focuses for the 265 items, across which the 15 
CEFR focus categories of linguistic competence were fairly well distrib-
uted, except those of Phrasal idioms and Fixed frames (Council of Europe 
2001:110−111), which were only represented by a single focus each. There 
were no observations for Classes (p. 113), which may be explained by the 
characteristics of the English language, where there is very little of verb 
conjugation and noun declension. On the whole, coverage of the linguistic 
system appeared to be satisfactory in these tests. The related statistical tests 
yielded the following results:
1. All analyses of tests across administrations, including the two tests at 

each level analysed separately, and the tests at three levels together 
within the same administration indicated that the type of task may have 
a very powerful eff ect on what focuses the items were given. Signifi cant 
relationships were also found with respect to texts and authors. No 
signifi cant relationships were found to exist between focuses vs. 
administration and level, which suggested the overall stability of GV.

2. The distribution of focuses across administrations suggested that ‘similar 
ground’ is covered any time a test is given. The lack of signifi cant 
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diff erences by level suggested that the same 15 CEFR categories were 
covered at each level, which fi nding I am inclined to interpret as a 
refl ection of the very general nature of the CEFR categories.

3. The number of focuses increased by level, but the intuitively unwelcome 
fi nding was that there was no signifi cant increase in the number of 
CEFR focus categories represented at the three levels, as if the tests 
were covering no ‘new ground’ at the higher levels. This prompted some 
additional tests, in which item complexity was found to be signifi cantly 
increasing from one level to the other, according to the Monte Carlo 
approximation (c2 (8) = 15.404, p<0.05).

4. A possible rival interpretation that the increase in the number of focuses 
was simply a function of the higher number of items at level C1 was 
checked and rejected.

Overall, the results were reassuring for Euro Examinations. The item writers’ 
conceptions of the levels were mostly in line with the CEFR. In subjective 
terms, the elucidation tasks rendered better results than the questionnaires 
in the familiarisation phase, appearing to close much of the gap observed 
there. The analysis by the experts indicated a good coverage of CEFR cat-
egories. The results of the statistical tests were also reassuring to a great 
extent, especially with respect to stability, but the fact that the focuses varied 
with the type of task, text and author revealed a method eff ect, i.e. likely 
 construct-irrelevant variance (Messick 1988, 1995).

Standardisation
Stage 1 showed that there must be some diff erence between the earlier 
minimum Euro standards and the projected new CEFR- based standards, 
although the gap was more convincingly present in some analyses than in 
others. The account below goes to show that the possibility of a gap between 
earlier Euro and CEFR standards kept resurfacing with remarkable per-
sistence. A review of many descriptors suggested the gap was not as wide as 
might have been inferred from a purely numerical stock- take. Quite surpris-
ingly, the item writers selected many descriptors as excessive and far- fetched 
that North and Schneider had failed to calibrate. In light of the experience, 
I felt I ought to disregard the uncalibrated descriptors as truly indicative of 
the CEFR standard, with the result that the gap seemed a lot less formidable.

When the Euro rating conference was analysed, the comparison between 
the Euro ratings and North’s calibrations for the same (few) persons hardly 
showed any diff erence, and reliability analyses brought good results too, but 
for one group of three candidates, the Euro team ratings were conspicuously 
one level lower. The diff erence might be explained by the fact that the cali-
brations did not come from North’s rating conference. North (2000) himself 
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placed less trust in calibrations based on teachers rating their own students 
(pp. 329−333). The agreement of raters bearing the earlier Euro standards in 
mind brought convincing results (Table 3 in Appendix 1), to be expected after 
fi ve years of operation. In terms of the newer CEFR standards, however, 
agreement was not as good (Table 4 in Appendix 1).

Setting up the standard for Stage 2
In Stage 2, the fi rst step was to remove 52 poorly fi tting descriptors from the 
analysis. The left- hand column in Table 2 shows the unanchored thresholds 
in the Euro data. These values no longer show the eff ect of the descriptors 
being in three diff erent languages. Nor do they show the examiners’ varying 
severities, which were bound to come into play when they applied their own 
personal versions of the CEFR identifying the level of the descriptors.

Data cleaning was followed by the selection of suitable anchors, which 
were to be the descriptors that showed excellent measurement properties 
(fi t characteristics) both in North and Schneider’s original analyses and 
those obtained in the Euro project. A third requirement was that the diffi  -
culty values of the designated anchors were to fall in the same band. In other 
words, this meant that if an anchor was measured by North and Schneider as 
B2, its diffi  culty value also had to be B2 in the still unanchored Euro analysis. 
Euro examiners were expected to agree with North and Schneider’s teachers 
in their classifi cation of key descriptors. For the comparison, a linear conver-
sion of North’s cut- off s was necessary (Appendix 2). As a result, the anchor 
status of a few descriptors was revoked (marked with an asterisk), bringing 
the fi nal number to 31 English and German descriptors, to be anchored at 
mean of their diffi  culty values from North (2000), and Schneider and North 
(1999)7. In this way, the much needed CEFR- related threshold values were 
obtained (right- hand column, Table 2). The probability curves betrayed a 
sound analysis. The appropriately spaced out thresholds indicated roughly 
equal length middle bands. The curves rose to a comparable height, which 
suggested that for every band there was a range in the A1−C2 scale where it 
was the most probable choice, i.e. every band was functional in the anchored 
Euro standard.

Ta ble 2: Threshold values in the recreation of North and Schneider’s scale

Unanchored (unanchored) Anchored (anchored)

C2 3.95 5.36
C1 2.17 3.04
B2 0.1 0.08
B1 −1.93 −2.85
A2 −4.29 −5.62
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Judgements of Euro items
Workload was balanced and minimised, with each examination separated 
into three ‘packages’. The packages contained all the information the exam-
iners might need such as test papers, sound CDs, marking criteria, etc. The 
examiners received training. Two packages were assigned to each examiner, 
in a chain- like judging plan (Appendix 3, ticked cells to indicate papers that 
judges dealt with), which satisfi ed the MFRM technical requirement of con-
nectedness. I excluded six English examiners from further work on the basis 
of their poor familiarisation (questionnaire) results and one more on the basis 
of poor fi t characteristics. In the end, 14 examiners provided 2,797 responses 
for 76 items, according to the CEFR scale. I processed the responses using 
MFRM and obtained CEFR- related item judgements.

Standardisation results
The results are shown in Appendix 4, where the top items above the horizon-
tal line may be claimed to be C1, since the line has been inserted where the C1 
threshold is. Further below, a second line has been drawn, which indicates 
peak probability for the category of B2. Above this line, it may be stated that 
items are less and less likely to be B2 as we move upward, because the shaded 
zone corresponds to the falling section of the B2 curve in Figure 1, before 
the intersection is reached. The shaded section, therefore, must indicate the 
range of B2+. On top of the shaded zone but below the C1 line, an unshaded 
range indicates the uncertainty due to measurement error: these tasks may 
or may not be C1. The lower levels can be distinguished in the same way and 
similar interpretations may be made of them.

Empirical validation

Empirical validation procedures
Stage 2 judgements were based on a sample of complete candidate perform-
ances from each of the four examinations, for which complete data sets, 
analyses and score calculations were available. Candidates were selected if 
they had good fi t indices across all the six Euro papers. Good fi t in this case 
meant candidates whose response patterns could clearly be interpreted as 
those of a person with high or low ability. Such candidates would answer 
correctly most of the items they could be expected to answer correctly, as 
they would get wrong most items they could not be expected to answer cor-
rectly. Hard to read scripts that would be diffi  cult for the examiners to judge 
were not to be included in the sample either. Fifteen to 22 were to be selected 
at equal intervals over the length of the overall score scale, which is the sum 
of the scores for the six papers. The interval was determined by the standard 
measurement error for the examination, computed from values available for 
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each candidate in the MFRM results output. Since this mean error came to 
about three to four score points out of a maximum of 150 points, the selected 
candidates were also to be about four points apart, as it was expected that a 
statistically derived diff erence might be large (signifi cant) enough to indicate 
a qualitative diff erence that examiners would already be able to observe.

Thirteen Euro examiners were given stacks of test papers and scripts, rel-
evant criteria, raw scores, score sheets, keys, sound CDs, etc. and asked to 
judge the candidates’ CEFR level. Care was taken that the test material be 
as familiar for the examiners as possible. The performances were ordered in 
stacks from the highest- scoring down to the lowest, in order to make the diffi  -
cult task of judgement cognitively less demanding and to ensure psychologi-
cal security so that they could focus all their attention on the task. In order to 
enhance reliability, there were 3−4 judges working on the same stack. In addi-
tion, out of an awareness that candidate strengths and weaknesses result in 
varied profi les, the examiners were asked to pass judgement paper by paper. 
MFRM requirements of connectedness were in order, as the judging plan 
shows in Appendix 5. A total of 1,397 verdicts were analysed with MFRM 
and the CEFR thresholds were fi xed at the same values as before.

Results of empirical validation
From top to bottom in Appendix 6, performances are progressively weaker. 
The shading, the lines across and the unshaded bands should now be famil-
iar to the reader from the judgements of Euro tasks above. The software- 
moderated judgements of minimally competent candidates, bolded in 
Appendix 6, were compared with their offi  cial results. For example, at level 
C1, the result of examinee 778 (coded EA032407BP039987) was reviewed 
with the expectation that s/he should have passed being a minimally com-
petent pass. Measured at 65%, a Rasch- based percentage result, this person 
reached the offi  cial minimum, 65% at the time. The next ‘best’ C1- level can-
didate, 749 (EA032407BP039782), was judged a B2, i.e. a fail. The judges’ 
verdict was again borne out by the offi  cial result, which was 61%, clearly 
below the Euro pass mark. The pass mark for the Pro B2 business exami-
nation was found to be similarly appropriate. The conventional pass marks 
for the B2 and B1 examinations were less appropriate because the minimally 
competent candidates had obtained higher passing scores previously. The 
counter- check, however, was successful in the case of all four examinations 
because all the candidates who were clearly judged to be at a level lower than 
required, e.g. a candidate taking the B2 examination judged to be a clear 
B1+, therefore justifi ably failed their examination.
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Refl ections on the use of the draft Manual
On refl ection, it transpires that the importance of familiarisation must be 
emphasised. In the pilot Manual, familiarisation is a formative input tech-
nique (p. 27). It prescribes exercises, but then leaves it at the assumption 
that they have been done and examiners are well- tuned to the CEFR. The 
Euro experience has taught us that there should be a summative measure as 
well. Adequate input does not guarantee eff ectiveness. Euro examiners had 
not been familiar enough with the CEFR initially and displayed a degree 
of leniency (lower standards). If familiarity is not tested, examiners may 
carry their mistaken perceptions with them into subsequent linking phases. 
This in turn is bound to aff ect the validity of all later work, including stand-
ards, pass marks, etc., since it will not be possible to rule out rival explana-
tions. Familiarisation thus conceived should provide a baseline for linking 
projects, establishing the credibility of judgements made later. Not surpris-
ingly, Euro has already adopted the Stage 2 questionnaire as a screening test 
for  prospective examiners.

The Euro experience has also taught us about the importance of process. 
The Manual ought to be reviewed to see whether it adequately stresses the 
importance of a process of collecting and assessing evidence in one phase and 
acting on it in the next in a refl ective cycle. In the project, further work on 
familiarisation was done as part of the elucidation activities during the speci-
fi cation phase and then in the standardisation phase, the descriptors were 
reviewed to explore the gap between the conceptions of Euro examiners and 
the CEFR.

At a wider level, the experience speaks of the benefi ts of training in general, 
and before judgement exercises in particular. The hardest part was to prepare 
for the judgement of items. An important feature of this was evaluating the 
quality of the test material before moving on to judging its level because I 
believed that test quality aff ects the level of challenge. The idea followed 
Messick’s belief (1995) in that construct- irrelevant factors (variance) result in 
construct- irrelevant diffi  culty or easiness. If there are imperfections in a item, 
the challenge for the candidate will either be higher or lower than intended. 
Another diffi  cult point was preparing for the judgement of polytomous items 
where the instruction to identify the lowest CEFR level at which the item 
can be successfully solved, originally meant for dichotomous items, had to be 
applied at every scale- point of a polytomous item.

The Manual assumes the availability of suitable reference items and 
samples in adequate numbers. It should be a priority in the CoE project that 
more adequately reported items and samples are published soon. At the 
same time, we believe that the solution off ered by Euro may be more than 
a stopgap measure because MFRM methodology off ered a comprehensive 
approach in terms of integrating, i.e. putting four examinations, three levels 
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and two languages on the same scale. Of course, MFRM methodology is no 
magic wand. There is a   lot of truth in North’s (2006) comment: ‘Logit scales 
are specifi c to the analysis that produces them’, so putting anchors together 
from many diff erent sources would defi nitely have been a mistake. The likely 
reason for the shorter DIALANG scale, in fact, is the smaller amount of 
information a computer- mediated test provides. It records only dichotomous 
responses (only 0 and 1), while responses in North and Schneider’s data were 
on a 5- point scale (0−1−2−3−4). Euro adopted North and Schneider’s scale 
because their data was closer in the number of scale points to the 6- point 
CEFR scale than the DIALANG scale (and they also used MFRM). Thus, 
the approach adopted by Euro is more an argument in favour of using a 
single source of reference, or at least diff erent, comparable sources refer-
enced to each other, much like the ALTE scale has been anchored to North 
and Schneider’s fl uency scale (Jones 2002). Last but not least, in a CEFR 
linking project, the measures that constitute the basis of the CEFR scales 
must logically be the ultimate point of reference for any other reference items 
and performances too. In this, the linking of the Euro exams was done as 
directly as possible.

Reliability and generalisability
Initially, limited fi nancial resources were the reason why Euro opted for GV 
as the focus of Stage 1, with the rationale that linguistic competences at least 
underlie all other Euro papers. While it was possible to increase reliability by 
saturating data and setting the level of analysis ‘low’, at the level of descrip-
tors and item focuses of which there were many, not much generalisability 
can be claimed for Stage 1. It is best seen as an intensive probe into the rel-
evant issues, involving key personnel and piloting techniques for Stage 2. 
Reliability was enhanced by a number of factors in Stage 2, while some of 
them also contributed towards more generalisable results. The large number 
of descriptors, involving as many examiners as was possible in the context, 
the use of data cleaning techniques whereby only appropriately fi tting candi-
dates, descriptors and the careful selection and ‘deselection’ of anchors and 
examiners were allowed to shape the results. The application of MFRM also 
allowed Euro to compensate for the leniency of most examiners, as can be 
seen from the ‘pushed up’ thresholds in Table 2. These techniques should 
count towards the validity of the new Euro pass marks and should allow 
more generalisable conclusions from Stage 2.

Final refl ections
As a number of Euro items approached their designated level from below, 
especially those at C1, the analyst was reminded of some earlier fi ndings 
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about an uncertainty concerning minimum standards for level C1. Thus, only 
some of the items, bolded in Appendix 4, but not the complete exams may be 
claimed to be appropriately targeted at the level. It might be advisable for 
Euro Examinations to use only these as reference tasks in the future. The 
tasks that were bolded and italicised may also be used as reference because 
they may be claimed to be B1+ or B2+.

The signifi cance of the work done is that CEFR- related thresholds have 
been identifi ed, which do not need to be recalculated for every examination, 
but are available for later use. In addition, a range of criterial performances 
have been identifi ed, pointers to the score that best expresses the minimum 
at the level. These performances allow thinking about standards in the fol-
lowing way: ‘candidate X, judged to be minimally competent, scored m 
points, while the next one lower down the scale, candidate Y, was judged to 
be at a level lower than X, so the pass mark, taking the margin of error into 
account, should fall in between, at the score point of n.’ Given a stable and 
appropriately tuned score conversion and score reporting system, the crite-
rial performances can even be interpolated into tabled examination results 
in the future, to help identify the most appropriate pass mark. Such stable 
points of reference are extremely useful because even if an examination is 
truly referenced to CEFR standards, the raw score equivalents of those 
standards are bound to fl uctuate, due to the action of performance vari-
ables in the testing context. Last but not least, there is value in being able to 
relate diff erent tested levels to each other, i.e. in being able to say how high 
a score on the B2 examination would translate into a relatively low C1 per-
formance. Such integrated judgements as attempted here might supply that 
information.

Notes
1. Test producers must go through an administrative and professional audit by 

the Hungarian Ministry of Education.
2. More information about the examination may be found in English at www.

euroexam.org 
3. An example of how data cleaning is part of research guidelines is to be found 

in www.tesol.org/s_tesol/sec_document.asp?CID=476&DID=1032
4. These technical requirements, apart from connectedness, or overlap, in the 

datasets, include the minimum number of two ratings for the same person 
(candidate) and by the same person (examiner, judge).

5. For the GV paper, the Dutch Grid was found to be useful in some ways, 
whereas for Mediation, all the grids were relevant.

6. It should be emphasised that the data were item focuses and not items. 
If items had been counted the basic assumption that each observation be 
counted only once would have been violated, since many items had multiple 
focuses. 

7. The anchor status of three poorly fi tting descriptors had been revoked 
(asterisked, Appendix 2).
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Appendices

Appendix 1: Rater agreement on test 2003

Table  3: Agreement of raters on classifi cation if the conventional Euro 
 standards are applied (2003)

B1 B2 C1

N 4 4 4
Kendall’s Coeffi  cient of Concordance (W) .802 .928 .924
Chi- Square 54.566 81.654 70.190
df 17 22 19
Asymp. Sig. .000 .000 .000
Monte Sig. 
Carlo Sig.

.000(a) .000(a) .000(a)

99% Confi dence Interval Lower 
Bound

.000 .000 .000

Upper 
Bound

.000 .000 .000

a Based on 10,000 sampled tables with starting seed 2,000,000.

Table 4 : Agreement of raters on classifi cation if the CEFR standards are 
applied

B1 B2 C1

N 4 4 4
Kendall’s Coeffi  cient of Concordance (W) .755 .781 .791
Chi- Square 51.357 68.708 60.116
df 17 22 19
Asymp. Sig. .000 .000 .000
Monte Sig.
Carlo Sig.

.000(a) .000(a) .000(a)

99% Confi dence Interval .000 .000 .000 .000
.000 .000 .000 .000

a Based on 10,000 sampled tables with starting seed 2,000,000.
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Appendix  2: Designated anchors from North and Schneider’s 
work

Serial Name North and Schneider’s 
measures and cut- off s 

Unanchored 
local analysis

Expected 
values 

highest 4.77 8.36
C2 3.9 6.17

246 264 3.61 4.37 5.71
224 39 3.38 5.96 5.35

*245 262 3.18 4.28 5.03
C1 2.8 4.43

193 145 2.07 4.21 3.28
239 211 2.04 2.91 3.23
183 89 1.78 3.76 2.82

B2+ 1.74 2.75
170 33 1.57 2.03 2.48
169 19 1.5 1.77 2.37
591 647 1.47 2.22 2.33

B2 0.72 1.14
146 171 0.64 0.58 1.01
596 671 0.51 0.97 0.81
581 864 0.34 1.13 0.54
134 131 0.14 0.88 0.22
537 670 0.07 0.31 0.11
152 189 −0.07 −0.01 −0.11
136 134 −0.18 0.25 −0.28

B1+ −0.26 −0.41
167 273 −0.31 −0.78 −0.49
139 137 −0.39 −0.49 −0.62
108 13 −0.45 −0.97 −0.71
130 110 −0.86 −1.03 −1.36
546 710 −0.86 −1.38 −1.36

*144 155 −1.23 −1.46 −1.95
B1 −1.23 −1.95

74 162 −1.34 −3.49 −2.12
538 672 −1.36 −2.47 −2.15
60 114 −1.61 −2.93 −2.55
65 125 −1.61 −2.2 −2.55
88 215 −1.90 −2.93 −3.01
92 224 −1.91 −2.64 −3.02

A2+ −2.21 −3.50
91 221 −2.37 −3.66 −3.75
76 164 −2.67 −3.87 −4.22

*78 166 −2.8 −4.25 −4.43
A2 −3.23 −5.11

10 101 −3.5 −5.54 −5.54
12 108 −3.86 −5.33 −6.11
8 86 −4.01 −5.75 −6.35

A1 −4.29 −6.79
Lowest −5.68 −8.18
Min −5.68 −8.18
Max 4.77 8.36
Range 10.45 16.54
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Appendix  3: Plan for the collection of judgements on Euro items
Judges B2 06 2007 ProB2 06 2007 B1 03 2007 C1 03 2007
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Futár Ernőné ✔ ✔

Tornóczi Ági ✔ ✔

Vácziné Arnold Éva ✔ ✔

Gorondy Judit ✔ ✔

Östör Zsuzsa ✔ ✔

Lukácsi Zoltán ✔ ✔

Nádasdy Vilma ✔ ✔

Török István ✔ ✔

Ács Nagy Mari ✔ ✔

Ziegler Szilvia ✔ ✔

Újszászy Anna ✔ ✔

Berkovics Ildikó ✔ ✔

Budainé Farkas Éva ✔ ✔

Rezes Molnár Hilda ✔ ✔

Barthalos Judit ✔ ✔

Csekéné Véber Gabriella ✔ ✔

Kéry Dóra ✔ ✔

Góra Ágnes ✔ ✔

Sályi Katalin ✔ ✔

Udvardiné Somkuti 
Zsuzsa

✔ ✔

Köves Nikoletta ✔ ✔

Tóthné Dr. Udvardi 
Katalin

✔ ✔
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Appendix 4:   Linked Euro tasks
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Appendix 5:  The plan to judge local Euro performances
B2 0607 PROB2 0607 B1 0307 C1 0307 

Judges 
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Tornóczi Ági X

X

X

X

X
X
X

X

X
X
X
X

V. Arnold Éva
Östör Zsuzsa
Lukácsi Zoltán
Berkovics Ildikó
Barthalos Judit
Köves Nikoletta
Simanovszky K.
Gorondy Judit
Nádasdy Vilma
Török István
Reszler Zita
Borsos Viola
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Appendix 6: CE FR- linked local Euro candidate performances
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Relating the GEPT reading 
comprehension tests to 
the CEFR

Jessica R W Wu and Rachel Y F Wu 
The Language Training and Testing Center, 
Taiwan

Abstract
English learning and assessment in Taiwan has been undergoing a criti-
cal change, particularly in relation to the establishment of a common 
standard of English profi ciency through the adoption of the Common 
European Framework of Reference for Languages (CEFR) by the Ministry 
of Education, starting in 2005. This article describes a project initiated by 
the Language Training and Testing Center (LTTC1) to relate the General 
English Profi ciency Test (GEPT) reading comprehension tests in Taiwan 
to the CEFR. Firstly, this paper introduces the background, purpose and 
context of the linking project. Secondly, the article reports on the process 
and product of the project which was conducted by following the procedures 
and methods in both the preliminary draft of a Manual for Relating language 
examinations to the CEFR (Council of Europe 2003) and the Dutch CEFR 
Construct Grid (Alderson et al 2006). In addition, as the CEFR framework 
is a rather new input to the Taiwanese English as a Foreign Language (EFL) 
context, the impact of using the CEFR as a common framework of refer-
ence on language teaching and testing in Taiwan is discussed. Drawing from 
previous experience with the linking project from a local exam board’s per-
spective, the article off ers refl ections on the process and contributes to the 
ongoing and increasingly important discussion of the CEFR.

The Taiwanese context

The use of English language tests
With the development of Taiwan’s economy and the shift in Taiwan to a 
more international outlook, there has been a strong identifi cation in recent 
years of the need for residents to acquire competency in English. This inter-

10
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est has been supported by government policies concerning the use of English 
language assessment.

In 2005, the Ministry of Education (MoE) adopted the CEFR, Common 
European Framework of Reference for Languages: learning, teaching, assess-
ment (Council of Europe 2001), as its source for the establishment of target 
levels of English ability for EFL learners in Taiwan. Following that move, 
the government recommended that certain English profi ciency tests avail-
able in Taiwan be mapped against the CEFR levels  to assist score users in 
choosing tests that they considered appropriate for their needs. Among the 
recommended tests were general English profi ciency tests, e.g. Cambridge 
Main Suite and GEPT; tests for academic purposes, e.g. International 
English Language Testing System (IELTS) and Test of English as a 
Foreign Language (TOEFL); and tests for workplace English, e.g. Business 
Language Testing Service (BULATS) and Test of English for International 
Communication (TOEIC).

Currently in Taiwan, a score on an external English test is infl uential in 
enabling individuals to graduate from educational institutions or obtain job 
promotions. The following are some concrete examples.

• English ability of college and university students
The MoE has encouraged universities and colleges to establish a regula-
tion requiring that all students attending these institutions achieve a pass in 
a test of English prior to graduation. The number of students who achieve 
a passing level in a test will be taken into account in evaluating the quality 
of a college or university. According to the MoE, university graduates must 
achieve scores equivalent to the CEFR B1 level (Threshold) or above in an 
English language test; and for technological and vocational colleges, they 
should demonstrate a minimum profi ciency in English at the CEFR A2 level 
(Waystage).

• English ability of teachers
Like students, teachers at all levels of the educational system are urged to take 
an English test. Teachers in elementary and secondary schools are expected 
to achieve a score on a test of English equivalent to the CEFR B1 level, and 
teachers of English in elementary and secondary schools are expected to 
achieve a score equivalent to the CEFR B2 level (Vantage).

• English ability of government employees
Government employees are also required to demonstrate a minimum pro-
fi ciency in English at the CEFR A2 level. Those with better command of 
English enjoy enhanced prospects for promotion.

Governmental support and developing social trends have resulted in 
an enormous increase in the population of English language test takers in 
Taiwan. In 2006, the number of test takers sitting for the four most popular 
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English tests, GEPT, IELTS, TOEFL, and TOEIC, reached a record high of 
600,000. Among them, the GEPT was the most widely used, accounting for 
over 80% of the total number of test takers (approximately 500,000).

The General English Profi ciency Test (GEPT)
The GEPT is a 5- level criterion- referenced EFL testing system implemented 
in Taiwan to assess the general English profi ciency of EFL learners. In 1999, 
the MoE lent its support to the LTTC in its development of the GEPT. 
The aim of the GEPT is to promote the concept of life- long learning and 
to encourage the use of the communicative approach in English teaching 
and learning. The test was created in response to comments from educators 
and employers about the general lack of ability to communicate in English 
among Taiwanese English learners, partly due to the previous ‘old- fashioned’ 
approach to English teaching, which over- emphasised the  importance of 
grammatical accuracy.

Each level of the GEPT consists of four components of assessment: lis-
tening, reading, writing, and speaking. The GEPT is being used by various 
government institutions and schools for entry, classroom achievement, and 
graduation requirements. So far, about 2.7 million EFL learners in Taiwan 
have taken the GEPT since its fi rst administration in 2000.

A number of studies related to the GEPT have been conducted by the 
LTTC on: parallel- form reliability (Weir and Wu 2002); the concurrent 
validity of the GEPT Intermediate and High- Intermediate tests (LTTC 
2003); mapping the GEPT to the Common English Yardstick for English 
Education in Taiwan (LTTC 2005); the written language of test takers (Kuo 
2005); test impact (Wu and Chin 2006, Wu 2007), and test form and indi-
vidual task comparability (Weir and Wu 2006).

The use of the CEFR in Taiwan
As noted earlier, the MoE adopted the CEFR with the aim of using it as a 
yardstick to inform assessment of learners’ profi ciency in English. This move 
has indeed created a new context for English language learning and assess-
ment in Taiwan.

As background to the idea of locating diff erent tests in relation to the 
CEFR framework, Taiwan is a very competitive free- market society and 
people expect to be off ered choices. In addition, the government, for various 
reasons, does not feel it is appropriate for them to choose one test or one 
kind of test over another. Under such circumstances, a positive result is 
that Taiwanese EFL learners and/or score users are free, to some degree, to 
make their own choices as to which test to take; however, as a natural conse-
quence, this leads to a pressing need for score equivalence, i.e., knowledge of 
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how scores from two diff erent tests relate to one another and to what extent 
they can be considered equivalent. Therefore, the MoE determined that the 
CEFR could function as a common basis on which comparisons between 
diff erent tests of English could be made, and thus meeting the demand for 
score comparability. Also, adopting the CEFR, the MoE intended to enable 
test developers to relate their examinations to a single scheme so that more 
interpretable and meaningful score results could be off ered.

Despite the good intentions, the reaction to the introduction of the CEFR 
by the MoE has been mixed due to problems that have arisen, primarily in 
the area of test comparability. In addition, the extent to which the introduc-
tion of the CEFR may stimulate positive developments in EFL education 
in Taiwan is defi nitely one of the questions facing the LTTC and other local 
professionals in language testing and teaching.

• Test comparability

A number of language testers have addressed concerns about the issue of test 
comparability. For example, Bachman (1995) remarks that any comparabil-
ity study needs to take account of more than just score equivalences; other 
aspects such as test content and performance must also be investigated. In 
line with this, Davies, Brown, Elder, Hill, Lumley and McNamara (1999) 
and Taylor (2004) also suggest that the concept of test comparison is prob-
lematic, because each test is designed for a diff erent purpose and a diff erent 
population.

Acknowledging the concerns noted above, at the time when the MoE was 
creating the ‘table of approximate score comparability’ for the purpose of 
comparing English language tests commonly used in Taiwan, including those 
provided by international test developers (i.e., BULATS, Cambridge Main 
Suite, IELTS, TOEFL, TOEIC) and those provided by local test developers 
(i.e., CSEPT, GEPT, FLPT), the LTTC alerted the Ministry to the potential 
misuses of the ‘table’. One of the misuses we think most likely to occur is that 
test users may focus on the notion of ‘score equivalence’ only, rather than on 
variations in the features and constructs between diff erent tests. When the 
test construct is ignored, test users may choose to use a less diffi  cult test (e.g., 
one with no speaking or writing component, or one that uses only multiple- 
choice items) to achieve a ‘passing’ score more easily. Our warnings were 
accepted by the MoE and later were included in the ‘table’. However, since 
the launch of the ‘table’, the warning messages have been disregarded by test 
users, and problems associated with misuses of the ‘table’ have arisen as pre-
dicted. Sadly, we have to note that the concept of a ‘CEFR- aligned’ test has 
not been correctly realised in our country.

Having noted these problems, however, we believe that the CEFR can 
play a useful role in Taiwan. We believe adoption of the CEFR has poten-
tial for improving language teaching and testing in Taiwan, but that misuse, 
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such as using the Framework as a medium to compare diff erent tests must 
be avoided. Therefore, as a local exam board that develops and administers 
high- stakes language tests, the LTTC recognises its obligation to interact 
with our stakeholders concerning the correct meaning of the term ‘CEFR- 
aligned’ tests. For this purpose, in July 2005, the LTTC decided to launch 
a research project: Mapping the GEPT onto the CEFR. Furthermore, in 
order to carry out the mapping project appropriately, the LTTC offi  cially 
registered with the Council of Europe (CoE) to participate in the project for 
 piloting the Manual for Relating language examinations to the CEFR.

• New challenges and responsibilities

As the full title of the CEFR shows, it is a framework not only for assessment 
but also for learning and teaching. Although for the present, the govern-
ment in Taiwan seems to have adopted the CEFR only as a new standard for 
assessment, its potential for aff ecting how learning and teaching are viewed 
and implemented in Taiwan should not be ignored. As in many other Asian 
countries, there is a very exam- oriented culture in Taiwan, and exams, partic-
ularly high- stakes ones, such as the GEPT, can have a signifi cant impact on 
teaching and learning (Wu and Chin 2006). Therefore, by relating the GEPT 
to the CEFR, which may make GEPT scores more interpretable and trans-
parent, we may be able to increase teachers’ and learners’ understanding of 
what ‘communicative language ability’ really means. In other words, pro-
vided that teachers can understand what a GEPT test taker with a particular 
score is able to do in terms of the criteria specifi ed in the CEFR framework, 
they will gradually consolidate the theoretical criteria with their teaching and 
assessment practices employed in the classroom.

The article will next describe in detail the GEPT−CEFR mapping project 
undertaken by the LTTC.

Mapping the GEPT onto the CEFR
This project for relating the GEPT to the CEFR followed the ‘inter-
nal validation’ procedure, including Familiarisation, Specifi cation and 
Standardisation (Judgment session only), proposed by the draft Manual for 
Relating language examinations to the CEFR (CoE 2003), with the intention 
of re- examining the GEPT to ensure that its test development and adminis-
trative procedures conform to the internationally accepted code of practice, 
and also to present various features of the GEPT to its stakeholders in a more 
comprehensive way.

It was found that the Specifi cation provides a well- covered outline, which 
includes the major features of language examinations, and that the forms 
which the Manual provides not only are useful tools for re- examination of 
language tests but also facilitate detailed reports on the quality of tests.
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Familiarisation
To familiarise those who would be involved in the Specifi cation and 
Standardisation procedures with the CEFR, the Familiarisation was con-
ducted in January 2007. A total of 20 people who are experienced profession-
als in English teaching or testing participated in the Familiarisation session. 
The scheme followed the procedures provided in Chapter 3 of the Manual. 
CEFR Chapters 1, 2 and 3 were distributed to the participants for self- study 
before they attended the 2- stage Familiarisation session.

The fi rst- stage Familiarisation session began with a 30- minute introduc-
tion to the background, including aims and overview of the CEFR, followed 
by small group discussions focusing on the questions presented at the end of 
the subsections in the CEFR: ‘How to use scales of descriptors of language 
profi ciency’ (p. 40); ‘Conditions and constraints’ (p. 50); ‘Communication 
themes/communicative tasks and purposes’ (pp. 53 and 54); ‘Productive 
activities’ (pp. 61 and 63); and ‘Receptive activities’ (pp. 68 and 71). After 
the discussions, the participants tried to relate the GEPT to the CEFR using 
Table 1, the global descriptors of the CEFR. Then, the participants self- 
assessed their English profi ciency level using Table 2 (Self- assessment grid) in 
the CEFR as a wrap- up activity.

In the second- stage Familiarisation session, the participants sorted 
slips of individual profi ciency statements from lower level to higher level 
and then compared their results with the CEFR level descriptors. Various 
scales of reading comprehension descriptors in the CEFR, DIALANG self- 
assessment statements, and self- assessment statements in CEFR Table 2 
were reconstructed in the activities.

During the familiarisation process, Table 2.1: the Common Reference Levels 
(CoE 2003:18−19) was found to be especially useful. The descriptions under 
Salient Characteristics illustrate and exemplify the corresponding descrip-
tors in a clear and straightforward manner. Some participants found that the 
descriptor scale reconstruction activities were sometimes confusing to them 
since the original descriptors were broken down into constituent sentences, and 
that it was diffi  cult to guess the level of independent sentences because some 
descriptors were phrased in very similar ways. However, the discussion results 
based on the participants’ estimation showed that there was global agreement 
on the rationale for relating the four levels of the GEPT to the CEFR levels.

Specifi cation
The CEFR is potentially a useful reference document for reviewing test speci-
fi cations at diff erent levels of profi ciency, and the Manual facilitates detailed 
reporting on the quality of tests. However, based on our experience gained 
from the CoE’s Project of Piloting the Manual, the qualitative analysis 
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procedures provided in the Manual’s specifi cation forms seem to include only 
administrative procedures, Forms A1 to A7, and text- level specifi cations, 
Forms A10 and A19; specifi cations of item- level comprehension operations, 
which should be equally important when test constructs are examined and 
compared, are overlooked (Alderson et al 2004:44). Therefore, we applied the 
Dutch CEFR Construct Grid to analyse diff erent levels of the GEPT reading 
comprehension tests, in the hope of diff erentiating the diffi  culty levels of the 
GEPT reading comprehension tests in terms of the CEFR levels.

Method
The fi rst four levels of the 2006 GEPT reading comprehension tests (except-
ing the Superior level, since the Superior level GEPT was not administered 
in 2006) were analysed mainly with the help of the Dutch CEFR Construct 
Grid. Although the content analyses only covered the most recent year of the 
test forms and, therefore, may not present a complete picture of the GEPT 
reading comprehension tests, we believe the results should be able to exem-
plify the test constructs of the diff erent levels of the GEPT reading com-
prehension tests. An overview of the GEPT reading comprehension tests is 
provided in the appendix.

A total of nine judges participated in the Specifi cation session. All judges 
attended the Familiarisation session and felt confi dent to proceed to the 
Specifi cation session. For each level of the GEPT reading comprehension 
tests, the analysis was carried out by a diff erent pair of judges, grouped 
based on their familiarity with that particular GEPT level. The ninth judge 
 double-checked the results of the analyses of all four levels.

Text dimensions
In the Dutch CEFR Construct Grid, text dimensions fall into four cat-
egories: text sources, text types, communication themes and domains. The 
present study adopted these categories to analyse the texts used in the GEPT 
reading papers.

• Text sources

Figure 1 shows text sources of the GEPT reading comprehension tests. 
Through all levels, most texts were based on information from newspapers 

Table 1: Number of texts and items analysed per GEPT level2

GEPT No. of Tasks No. of Items

Elementary level 12 40
Intermediate level 14 50
High- Intermediate level 16 70
Advanced level  7 40
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and magazines. It is important to note that in order to compose texts of 
suitable diffi  culty level for the target examinees, all texts in the Elementary, 
Intermediate, and High- Intermediate levels of the GEPT reading com-
prehension tests are developed and written by the GEPT item writers, and 
authentic passages only appear in the Advanced level.

• Text types
There are fi ve text types in the Dutch CEFR Construct Grid: descriptive, 
narrative, expository, argumentative, and instructive. Figure 2 shows the 
results of classifying the GEPT reading text types; from the Elementary level 
to the Advanced level, the distribution of text types shifts from a greater 
number of descriptive and narrative text types to a greater number of exposi-
tory and argumentative text types, which corresponds to the rationale of the 
CEFR.

0
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40
50
60
70

Elementary Intermediate High-Intermediate Advanced

Personal letters Magazines/newspapers Notices, regulations
Stories Advertising material Business letters
Brochures Reference books Reports/memorandums
Journal articles

Figure 1: Text sources of the texts in the GEPT reading comprehension tests 
(%)

Elementary Intermediate High-Intermediate Advanced
0
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20
30
40
50
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70

Descriptive
Narrative
Expository
Argumentative
Instructive

Figure 2: Text types in diff erent levels of the GEPT reading comprehension 
tests (%)



Aligning Tests with the CEFR

212

• Domains
Figure 3 shows the results of classifying the GEPT reading text domains. It 
appears that for all levels of the GEPT, most reading texts are within the 
public and educational domains, and that the percentage of the texts in the 
personal domain decreases as the GEPT level advances.

• Communication topics
Table 2 shows the range of communication topics which the GEPT 
reading comprehension tests cover. The CEFR list of communication 
topics includes only relatively concrete subjects, e.g. daily life, education 
and weather. Therefore, topics related to more conceptual matters, such 
as culture/customs, science, history, literature, and fi ne arts, which typi-
cally appear in the High- Intermediate and Advanced levels of the GEPT 

Elementary Intermediate High-Intermediate Advanced
0

10
20
30
40
50
60
70

Personal
Public
Educational
Occupational

Figure 3: Text domains in the GEPT reading comprehension tests (%)

Table 2: Communication topics in the GEPT reading comprehension tests
(%)

Elementary Intermediate High- 
Intermediate

Advanced

Health and body care √ √ - - - √
House, home environment √ √ - - - - - - 
Daily life √ - - - √ - - - 
Relations with other people √ √ - - - - - - 
Services √ √ √ - - - 
Culture/Customs √ - - - √ - - - 
Free time, entertainment - - - √ - - - √
Travel/Transportation - - - √ √ √
Education and training - - - √ - - - √
Places - - - √ √ √
Food and drink - - - - - - √ - - - 
Science - - - - - - √ - - - 
History - - - - - - √ - - - 
Literature/Fine Arts - - - - - - √ √
Other - - - - - - √ - - - 
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reading comprehension tests, were added to the categories. The results show 
that there is a wide variety of communication topics in the GEPT reading 
 comprehension tests.

The linguistic and cognitive complexity of texts
In the Dutch CEFR Construct Grid, linguistic and cognitive complexity is 
characterised in terms of the degree of abstraction, grammar and vocabu-
lary range. To display, in terms of degree of abstractness, the tendency of 
the diffi  culty level to increase in the GEPT reading comprehension tests, an 
abstraction score for each level was computed using the Dutch approach; 
values for the degree of abstraction were assigned to each text: 1 for ‘only 
concrete’, 2 for ‘mostly concrete’, 3 for ‘fairly extensive abstract’ and 4 for 
‘mainly abstract’. The result suggests the GEPT reading comprehension tests 
refl ect the tendency described in the CEFR: as the GEPT level advances, 
more abstract texts are included. Similarly, a grammar score for each level 
is computed; values for the range of grammar used are assigned to each text: 
1 for ‘only simple structures’, 2 for ‘mainly simple structures’, 3 for ‘limited 
range of complex structures’ and 4 for ‘wide range of complex structures’. 
The result suggests that the GEPT refl ects the expected tendency described 
in the CEFR; the Elementary Level texts contain only simple grammatical 
structures, while the Intermediate, High- Intermediate and Advanced Level 
reading texts tend to contain a greater number of more complex grammatical 
structures. In addition, the result of vocabulary range analysis suggests that 
as the level of GEPT advances, the range of vocabulary expands.

The three dimensions are potentially good indicators for displaying the 
tendency described in the CEFR levels. However, during the Specifi cation 
the judges noted that the categories lacked clear defi nition and precision. 
They found it diffi  cult to make reliable judgments and could only justify 
their decisions through an intuitive understanding of the classifi cations, for 
example, of the four distinct levels of abstractness as described above and of 
the degree of grammatical complexity.

As an alternative measurement of structural complexity, the average 
number of words in a sentence of each GEPT level was calculated by 
WordSmith (version 4.0; a lexical analysis software published by Oxford 
University Press). Figure 4 shows the average sentence length for diff erent 
levels of the GEPT reading comprehension tests; as the GEPT level advances, 
longer sentences are used.

To provide estimates of the diffi  culty and complexity of texts used in 
the GEPT reading comprehension tests, readability formulas were also 
employed. Figure 5 shows two sets of readability scores produced by the 
Dale- Chall (Chall and Dale 1995) and Fry (1968) formulas, indicating that 
as the level of GEPT advances, the range of vocabulary expands and text dif-
fi culty increases.
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Dimensions of question types
In consideration of the large volume of candidates who participate in each 
test administration, the Elementary, Intermediate and High- Intermediate 
levels of the GEPT adopt multiple- choice questions only. The Advanced 
level, with a relatively small number of candidates, can accommodate a wider 
variety of question types, i.e. multiple- choice questions, matching, short-
answer questions and summary completion.

Operations
• Task dimension
In terms of the task- level operations of the GEPT reading comprehension 
tests, the GEPT Elementary to High- Intermediate levels assess careful 
reading only, while the Advanced level tests both careful reading, in Part 1, 
and expeditious reading, in Part 2, and the two parts are timed separately. 
Weir (2005:9−10) proposes that the expected reading speed, which does 
not appear in the CEFR, be considered as an independent variable when 
operations of the reading process are analysed, since it may aff ect indi-
viduals’ choices of reading strategies and the diffi  culty level of the reading 
tasks. Figure 6 shows the expected speed of reading in the GEPT reading 
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Figure 4: Average sentence lengths in the GEPT reading comprehension tests 
(number of words)
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Figure 5: Summary of readability analysis
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comprehension tests. The data indicates that as the GEPT level advances, the 
expected reading speed increases.
• Content dimension
Figure 7 shows the content of the operations in the reading items for diff erent 
levels of the GEPT. As the GEPT level advances, the items become more cog-
nitively challenging, but there is a drop in the Advanced level. The construct 
of the GEPT Advanced level reading comprehension test is diff erent from 
those of the other levels of the GEPT reading comprehension tests in that 
it consists of both careful reading and expeditious reading. The operations 
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Figure 6: Reading speed of the GEPT reading comprehension tests (words per 
min.)

Elementary Intermediate High-Intermediate Advanced
0

10

20

30

40

50

60

Main ideas; gist/broad outlines Details
Conclusions Communicative objective
Text structure/relations between parts Opinion
Writer's attitude/mood

Figure 7: Content of the operations in the GEPT reading items (%)
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in the expeditious reading items include search reading to understand the 
main points of the texts and scanning to locate specifi c details. Therefore, the 
percentages of main idea and detail questions in the Advanced level GEPT 
appear to be signifi cantly higher than in the other levels.

The judgment process
To consolidate the claim that the GEPT is related to the CEFR, after the 
Specifi cation was completed, the Standardisation of judgment process was 
carried out in April 2007. The process followed the training and standard- 
setting procedures that the Manual proposed. A total of 15 judges, who are 
experienced professionals in English teaching or testing, participated in the 
1- day session. All participants attended the Familiarisation session prior to 
the Judgment session. The Judgment session included a half- day training 
session in the morning and a half- day standard- setting session in the after-
noon. During the morning session, the participants were trained to relate 
their interpretations of the CEFR levels to calibrated sample items. The 
exemplars employed in the session included a total of 13 calibrated samples 
of reading texts, along with the corresponding items, provided by the CoE3, 
and 12 relevant scales in the CEFR (Table 1: Common Reference Levels: 
global scale; fi ve tables in Section 4.4.2.2, including Overall reading compre-
hension, Reading for correspondence, Reading for orientation, Reading for 
information and argument and Reading instructions; Identifying cues and 
inferring table in Section 4.4.2.4; General linguistic range table in Section 
5.2.1; Vocabulary range and Vocabulary control tables in Section 5.2.1.1; 
Grammatical accuracy table in Section 5.2.1.2; and Sociolinguistic appropri-
ateness table in Section 5.2.2).

During Phase I Illustration and Phase II Controlled Practice in the 
morning session, the participants were trained to assimilate the rationale 
behind the CEFR levels using nine calibrated sample tasks and the CEFR 
scales through consultancy with other participants and the co- ordinators. 
In the following phase, Individual Assessment, the participants then rated 
the CEFR levels of four calibrated tasks individually, and the co- ordinators 
checked whether they reached a general consensus. During the training 
session, the descriptors in Reading for information and argument (CoE 
2001:70) were the most frequently consulted scale.

After the participants reached consensus on the CEFR levels of 13 cali-
brated samples in the morning session, the Standard- setting session in the 
afternoon adopted the method applied by the DIALANG project to deter-
mine ‘the minimum CEFR level needed by a candidate to successfully 
perform’ on a given level of the GEPT. The participants used an Item Rating 
Form, adapted from Form B5 provided in the Manual, to estimate the dif-
fi culty of the GEPT reading tasks and items in terms of the CEFR levels. The 
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tasks and items from diff erent levels of the GEPT reading comprehension 
tests were sampled according to the following criteria: text types, communi-
cation topics, operations and content questions. The GEPT items were then 
arranged in random order for the participants, who judged the diffi  culty of 
the items in terms of the CEFR levels.

The overall rater agreement for the GEPT items was 0.91 (Spearman- 
Brown), suggesting that the participants reached a generally satisfactory 
degree of consensus on the minimum CEFR level required for the GEPT 
sample items. The judges considered that in order to perform satisfactorily 
on the GEPT Elementary level questions, candidates need a minimum level 
of CEFR A2 or A2+; on the Intermediate level questions, a minimum level 
of B1 or B1+; on the High- Intermediate level questions, a minimum level of 
B1+ or B2; and on the Advanced level questions, a minimum level of B2+, 
C1 or C1+. The spread of estimates is wider at the Advanced Level due to 
the fact that, based on the diff erent demands of cognitive processes, the lin-
guistic complexity of the texts in the expeditious reading section is set to be 
lower than that of the texts in the careful reading section. Overall, the mean 
required minimum CEFR level increases as the GEPT level advances. The 
results were summarised in Table 3. Figure 8 shows a graphic profi le of the 
relationship between the GEPT to CEFR levels.

Some refl ections
Drawing from previous experience with the linking project, in the next 
section we will off er some refl ections on the process, including comments on 
use of the draft Manual and the impact of using the CEFR on teaching pro-
fessionals. We hope that our experience and the refl ections from the local 
exam board’s perspective can contribute to the ongoing and increasingly 
important discussion of the CEFR.

Table 3: Minimum required CEFR level for each GEPT level

GEPT level No. of 
Items

A2 A2+ B1 B1+ B2 B2+ C1 C1+ Mean CEFR 
level

2 2.5 3 3.5  4 4.5 5 5.5

Elementary 20 5 15 0 0  0 0 0 0 2.40 A2+
Intermediate 11 0 1 6 4  0 0 0 0 3.14 B1
High- 
Intermediate 22 0 0 2 7 13 0 0 0 3.75 B2−

Advanced 17 0 0 0 0  0 7 2 8 5.01 C1
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Comments on the use of the draft Manual
The fi ndings of this GEPT−CEFR mapping project reveal that based on 
the results of content analysis, the four levels of the GEPT reading com-
prehension tests correspond generally to the CEFR A2 to C1 levels. The 
content analyses guided by the framework of the Dutch CEFR Construct 
Grid and supplemented by statistical data regarding sentence lengths and 
readability scores indicate that the GEPT reading texts become more 
complex as the GEPT level ascends. Similarly, the analysis of the items 
shows an increase in the diversity of the operations involved, from the 
Elementary level to the Advanced level, which corresponds to the CEFR 
rationale.

As an exam board, we encountered some diffi  culties when applying the 
Draft Manual to relate our test to the CEFR. The major obstacle we found 
when applying the CEFR ‘Can Do’ statements was that while the quality of 
a learner’s performance is a major indicator of his or her profi ciency level, 
few descriptions of how well he or she is expected to perform at a particular 
CEFR level are included (Fulcher 2004:256, Weir 2005:8). Furthermore, as 
Weir (2005) notes, some test conditions that obviously aff ect task diffi  culty, 
e.g., expected reading speed, response format, text length and cognitive 
demands of task/item, are left out of the CEFR, thus hindering the valid-
ity of the linkage between the GEPT and the CEFR levels. Also, the scales 
of Vocabulary range and Grammatical accuracy in the CEFR vaguely clas-
sify lexical and grammatical complexity into six levels. Thus, we agree with 
Fulcher’s comment (2004) that although the Specifi cation provided in the 
Manual facilitates detailed reports on the quality of the tests, its lack of preci-
sion and clear guidelines make comparison of constructs and diffi  culty level 

A1

A2

B1

B2

C1

C2

Elementary Intermediate High-Intermediate Advanced 

Figure 8: Graphic profi le of the relationship between the GEPT to CEFR 
levels
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between diff erent testing systems diffi  cult. To remedy this problem, we have 
used instruments, such as readability formulas and WordSmith, to provide 
more concrete information about the linguistic complexity of the GEPT 
reading comprehension test.

For non- professionals in the language testing fi eld, i.e. examinees, 
teachers and other stakeholders involved in the assessment process, the 
content and format of the Specifi cation forms are not readily comprehen-
sible. The general public is more familiar with subtest- oriented categories, 
e.g., the four skills of listening, reading, writing and speaking, while the 
Specifi cation presents various communicative language activities in sepa-
rate forms; for example, speaking- relevant activities include Form A11 
Spoken Interaction, Form A13 Spoken Production and Form A17 Spoken 
Mediation. It would be helpful to provide users with guidance on how the 
relevant forms can be applied so that they can better meet the needs of the 
stakeholders.

Impact observed
For the sake of transparency, a talk introducing the GEPT−CEFR linking 
project was given in July 2007 in Taipei to a group of English teachers, which 
also served to investigate the impact of the recognition of the CEFR. A ques-
tionnaire survey of the audience was conducted immediately after the speech. 
We collected 46 valid questionnaires, and most of the respondents were English 
teachers in colleges. The survey results are summarised in the following:
• 60% of the audience had heard of the CEFR before the talk. Only 

17% of the audience knew what the CEFR meant, and 24% of them 
responded that the CEFR was unfamiliar to them.

• More than 80% of the audience thought that the talk helped them 
understand the CEFR.

• 80% of the audience responded that the talk helped them understand 
the purpose of and procedure for calibrating language tests against the 
CEFR, and 76% of them thought that the GEPT−CEFR linking project 
helped them understand the GEPT as well.

• 50% of the audience thought that information about the relationship 
between the CEFR and an English test is useful for them to choose a 
test or judge the quality of a test.

• 98% of the audience showed interest in understanding the CEFR 
further.

• 41% of the audience was in favour of the MoE’s policy of adopting 
the CEFR as a means to encourage English learning and to support 
language testing and assessment in Taiwan. The respondents gave a 
variety of reasons, including:
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 −  The CEFR can serve as an internationalised, authoritative standard, 
and can also help language tests in Taiwan achieve international 
standards.

 −  A common, internationalised, and credible criterion like the CEFR 
can facilitate correspondence and comparison between diff erent tests.

 −  The CEFR is a practical and feasible tool, as long as it is employed 
in compliance with valid calibration procedures.

 −  The GEPT−CEFR linking project helps them consider the 
complementary relationship between language teaching and 
language testing.

• However, 22% of the audience was against the policy for various 
reasons, including:

 −  It is inappropriate to use the CEFR as a model to assess English 
language education in Taiwan because it is more commonly used 
in Europe, where the context, including the needs for learning and 
testing, and learners’ cultural background, is rather diff erent from 
that in Taiwan.

 −  The CEFR is not yet widely known by people in Taiwan. The MoE 
should be more active in helping teachers to become familiar with 
the CEFR.

 −  The MoE is too domineering in enforcing its policy, although 
the existing English curriculum in colleges does indeed need 
improvement.

To sum up, though the survey was small, it revealed some impact of the use 
of the CEFR in Taiwan. The impact is largely positive in the sense that the 
CEFR itself has been viewed as a common standard for English learning, 
teaching and testing. Moreover, the GEPT−CEFR linking project has aided 
in increasing teachers’ knowledge of the CEFR and the GEPT, and the rela-
tionship between these two. More importantly, it has encouraged teach-
ers to rethink their teaching and assessment practices in their classrooms. 
However, some concerns about adopting the CEFR as part of a country’s 
educational policy were raised. In particular, it was anticipated that more 
work needs to be done to deal with the cultural diff erences and to increase 
teachers’  familiarity with the CEFR.

Notes
1. The LTTC, founded in 1951, is a non- profi t cultural and educational 

foundation, dedicated to meeting Taiwan’s social and economic development 
needs through research, development, and administration in the language 
teaching and testing fi elds.
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2. The Elementary, Intermediate, and High- Intermediate levels are administered 
twice a year, and the Advanced level once a year. All reading tasks 
administered in 2006 are included in the analyses, except Part I (sentence 
completion) of the Elementary, Intermediate, and High- Intermediate levels, 
since the present approach does not seem to provide an adequate means for 
analysing of the sentential level item type.

3. Reading and Listening Items and Tasks: Pilot Samples illustrating the 
common reference levels in English, French, German, Italian and Spanish 
(CoE 2005).
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Abstract
Asset Languages (AL) emerged from the UK’s National Languages Strategy, 
launched in 2002 to address serious problems in language education. The 
strategy included the Languages Ladder, a new voluntary recognition 
system. AL, the assessment system developed to deliver it, is a framework 
for lifelong learning encompassing six levels and 25 languages. AL took the 
Common European Framework of Reference for Languages (CEFR) as an 
important point of reference, and has relevance as a case study, both for what 
we did and did not use of the pilot Manual. Our approach was determined 
above all by the need to impose consistency across languages in the way 
scales were constructed and levels determined. We describe our approaches 
to objectively and subjectively assessed skills, explaining where we followed 
the pilot Manual and other procedures we used. We argue that the Manual 
should encourage methodological innovation, and also that CEFR linking 
procedures should be seen as integral to test construction and  administration, 
rather than a one- off  exercise.

Asset Languages
Asset Languages (AL) qualifi cations, accredited by the UK’s Qualifi cations 
and Curriculum Authority (QCA), are being developed at six stages in 25 
languages and across three contexts (primary, secondary and post- 16 educa-
tion). For each language, the skills of reading, writing, speaking and listening 
are assessed separately.

Asset Languages (AL) emerged as part of the UK’s National Languages 
Strategy launched in 2002 to address serious underperformance in languages 
(DfES 2002). The strategy included the Languages Ladder, a new voluntary 
recognition system intended to complement existing national qualifi cations 

11
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frameworks. The remit of the Languages Ladder, and of AL, as the assess-
ment system developed to deliver it, is to provide a framework for lifelong 
learning: i.e. a learning ladder of accessible targets, related to meaningful 
profi ciency levels. By conceiving comparability between languages in terms 
of functional profi ciency the system diff ers fundamentally from most other 
UK schools qualifi cations, which view comparability in terms of equivalence 
of learning eff ort or general academic ability.

The Languages Ladder itself is a document produced and owned by 
the Department for Children, Schools and Families (the UK Ministry of 
Education1), describing profi ciency via ‘Can Do’ descriptions of six stages 
subdivided into three grades per stage (DfES 2003). The AL development 
team has treated the Languages Ladder as broadly equivalent to the CEFR, 
and has made close reference to the CEFR in the course of its development. 
The Languages Ladder is articulated in terms of learning stages, rather than 
levels achieved, which means that it is only the top grade within each LL stage 
which can be seen as achieving the corresponding CEFR level (Figure 1).

Context of study
Our purpose in undertaking the work reported in this case study was to 
develop eff ective practical procedures for the construction and opera-
tion of a complex multilingual assessment framework, and to contribute 
more generally to the development of a practically and theoretically sound 
framework for the validation of Cambridge ESOL language assessments. 

A1 Breakthrough

Working towards A1

Working towards A2

Working towards B1

A2 Waystage

B1 Threshold

Breakthrough 3

Breakthrough 2

Breakthrough 1

Prelim 6

Prelim 5

Prelim 4

Intermediate 8

Intermediate 7

Intermediate 9

Working at 
Prelim

Working at 
Breakthrough

Working at 
Intermediate

Languages Ladder:
Learning stages

CEFR:
Proficiency levels

 Figure 1: CEFR levels and Languages Ladder stages
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As part of this work we have made reference to the pilot version of the 
Manual for Relating language examinations to the CEFR (Council of 
Europe 2003), the Dutch construct grid (Alderson, Figueras, Kuijper, 
Nold, Takala and Tardieu 2004), as well as extensive reference to the 
Common European Framework of Reference (CEFR) itself (Council of 
Europe 2001). However, our use of the Manual has been critical, selective 
and pragmatic, rather than systematic. The Languages Ladder’s relation 
to the CEFR remains to some extent implicit: the DCSF provides ‘approx-
imate’ equivalences between LL and CEFR levels, and places little empha-
sis on the latter (something which refl ects the general lack of awareness of 
the CEFR in British education). For this reason we have no requirement, 
and no intention, to make a public case for the alignment of AL to the 
CEFR.

We off er the experience of developing AL as a case study for the pilot 
Manual because we believe it can usefully complement the procedures 
described there. Many of the procedures we used are not treated in the draft 
version of the Manual, at least not quite as we used them. We must stress that 
this does not of itself imply a criticism of the pilot Manual, but rather refl ects 
the specifi c challenges which AL presented us. Developing a framework of 
25 diff erent languages and seeking to achieve comparability between them in 
functional terms requires an explicit cross- language focus.

The pilot Manual does not explicitly treat cross- language comparability. 
The case described there, and the case to which it appears to have been largely 
applied, is that of the single language and even the single language exam at a 
single level. The comparisons involved are between the exam and the CEFR 
reference levels, as described by the scales. Comparison with another lan-
guage is thus indirect, mediated by the text of the CEFR. The Manual’s pro-
cedures rely heavily on the mobilisation of human judgments, and evidently, 
judgment must play a major role. However, within a multilingual, multilevel 
framework, judgment regarding individual languages and levels should be 
severely constrained. This consideration was the major determinant of our 
approach to constructing the AL framework.

We also stress that the methods described here have not all been thor-
oughly validated or proven to guarantee success. Such large developments 
take place within severe constraints of time, resource and availability of 
data. We have recognised the iterative nature of framework construction, 
and the need to adopt practical solutions when faced with diff ering degrees 
of uncertainty. However, we believe that the general principles we have 
used in shaping our approach are appropriate to the goal of constructing a 
 multilingual assessment framework.
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Validity within the test construction process
In this section we would like to make some general comments about test 
validity in relation to the pilot Manual. The Manual stresses that it is not 
a guide to how to construct valid tests, but this cannot be wholly true. The 
central concern of the Manual is how to make criterion- referenced interpre-
tations of test performance (where the criterion is the CEFR) – and this is the 
central problem of test validity, at least in the current orthodox view of what 
validity is. Thus if the claim of alignment to the CEFR is an important one 
for a given exam, it must be seen as integrated into every stage of the design 
and administration cycle that impacts on validity. It cannot be a one- off  exer-
cise, although the current organisation of the Manual seems to suggest that it 
might be treated as such.

This raises the question of who the Manual’s users might be, and how the 
Manual might best help them improve the quality and validity of their tests. 
In language assessment there are more small, modestly resourced operations 
than there are large, well- resourced ones. It would be good if the Manual’s 
educative potential for quality assurance were made as clear as possible. 
This is envisaged on page 125 where it is stated that composing the inter-
nal report ‘could contribute to the ongoing process of continuously improv-
ing the quality of the examination involved, e.g. construction of the test, test 
 development, feedback for item writers and raters, etc.’.

This purpose would be served if the organisation of the Manual related 
more explicitly to the scheme of such a testing cycle, where the relevant 
aspects of validity are clearly located. Users who have existing tests may fi nd 
that they are able to relate their own reality to such a scheme, and fi nd a 
place for CEFR- focused validation activities within it. In this case they may 
be able to address diff erent aspects simultaneously at diff erent points in the 
cycle. Those developing a new test may be able to follow a more sequential 
set of steps – although even in this case, the reality of test development is that 
various things must happen simultaneously or in a tight iterative cycle: devel-
oping a test to a targeted standard is a process of progressive approximation.

Figure 2 illustrates a model for test validation as a 5- step process from 
test construction through to ‘real world’ interpretation. The steps make up 
the chain of inference through which interpretations are supported: each step 
asks a question and indicates the kind of evidence needed to answer it (Kane, 
Crooks and Cohen 1999, Mislevy, Steinberg and Almond 2002, Weir 2005a).

Relating this to the purposes of the Manual one can readily identify 
points where CEFR- related validation fi ts in. It strikes us, for example, that 
many activities in the Manual relate usefully to training. This in turn can be 
related to stages in the validity argument: training item writers at the test 
construction phase, training raters to support evaluation, generalisation and 
 extrapolation at steps 2, 3 and 4, and so on. Figure 3 sketches this out.
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Test/
task

features

Processes,
knowledge

Learner
features

Context validityCognitive validity

What to
observe?
How?

Test construction

Scale construction, measurement Standard setting, interpretation

Context-specific Context-neutral

Test
performance1

Test
score

How can
we score
what we
observe?

Evaluation

Scoring 
validity

2

Generalisation

Measure

Are scores
consistent and
interpretable?

Measurement 
validity

3

“Real world”
(target

situation of
use)

Extrapolation

Does the test
score reflect
the
candidate’s
actual ability?

4

Frame-
work
levels

Alignment

How does the specific
learning/testing context
relate to a more general
proficiency framework?

5

Figure 2: Steps in a validity argument: from test design to framework
alignment

Familiarisation 
(Chapter 2) & 
Training stages 
(5.5.1)

Test design

Item writing

Trialling/Test
administration

Post exam
review

Specification stage 
–scale descriptors
only 

Productive skills

?
Productive skills

Receptive skills

Benchmark performances
Standardisation stage
(5.6)

Empirical data:
Validation stage (6.3)
to inform other stages

Standard-setting

Tasks informed by:
Specification stage
–scale descriptors

Receptive skills

Receptive skills

External validation to 
determine cut-offs
Validation stage (6.3)

External data collection
Validation stage (6.3)
Scale construction
Validation stage (6.2.5)

Key
• Bold italics = manual stages.
• ? = No corresponding stage in
the manual
NB Only those stages we 
recommend using are included.

Figure 3: Pilot Manual sections in a test construction cycle
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Sections in the Manual (shown in italics in the boxes) are linked to rel-
evant stages of the test design cycle. Thus for an existing test the Validation 
stage (using the Manual’s terminology) could be done fi rst, so that standardi-
sation and specifi cation are informed by empirical data. Familiarisation with 
the CEFR is seen as of central importance at all stages.

Another reason for locating CEFR linking within the broader context 
of test validity and the overall testing cycle is to make clearer, especially for 
smaller and perhaps less sophisticated testing organisations, that there are 
two distinct aspects to the problem: scale construction and standard setting. 
As the pilot version of the Manual itself makes clear, having a valid and reli-
able approach to test construction is a pre- requisite for addressing standards, 
because without it the standard may simply fl uctuate from session to session. 
Thus eff ort put into developing an item- banking, IRT- based approach to 
test construction may pay more dividends than the same amount of eff ort 
devoted to repeated standard setting. Ideally, standards are set once and 
then maintained over time by eff ective scaling procedures. This is something 
which the Manual could emphasise more strongly.

Developing the Asset Languages Framework
This section is organised around the process of developing the AL frame-
work, making reference to stages where the CEFR and the Manual were 
made use of, as well as to the other procedures and sources of evidence which 
were utilised. The objectively marked tests are treated separately from the 
performance tests.

Objectively marked tests (Reading and Listening)

General approach to design, specifi cation, item writing
CEFR and Languages Ladder scales were useful as indicative of general 
linguistic/functional level and appropriate tasks. Waystage and Threshold 
learning objectives were also referred to (Van Ek and Trim 1990a, 1990b).

For general guidance as to level, Cambridge ESOL test papers also pro-
vided an initial useful model. The Main Suite exams (Key English Test 
(KET), Preliminary English Test (PET) and First Certifi cate in English 
(FCE)), associated with A2 to B2, were particularly relevant. Why do such 
exemplars seem so useful? As noted below, simply describing the content of 
test tasks in terms of the CEFR’s taxonomies of conditions, constraints, texts, 
themes, domains and tasks does not help much in identifying their level. This 
is because in classroom- based learning these contextual variables are care-
fully selected and manipulated to provide a supportive context for learning, 
the major determinant of progression being, naturally, linguistic. It is the 
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confi guration of these variables, particularly the linguistic challenge, which 
accounts for diffi  culty. Testing refl ects this. Just as learning tasks are struc-
tured to enable learning, testing tasks are structured to enable learners to 
display their competence. This is why exemplars, illustrating quite widely 
shared, conventional understanding of what is appropriate at a level, are 
useful. The CEFtrain project (www.ceftrain.net) which sets out to introduce 
the CEFR and train in using the CEFR scales for assessment, very sensibly 
takes exemplifi cation, rather than content description, as its starting point.

Reference to the pilot Manual
Manual Chapter 4 (Specifi cation) was not referred to in the process of test 
design, but a post- hoc study in applying the descriptive categories to AL was 
undertaken for this case study.

We concluded that many of the categories of context variables do not 
relate to level of profi ciency (in line with the fi ndings of Alderson et al 2004). 
Thus they do not serve the purpose of justifying a link to a CEFR level, even 
if for other test design purposes they might be relevant. They also foster the 
feeling that what is expected is a needs analysis of a quite specifi c, adult group 
of learners, which for most general language tests is not useful. This is partic-
ularly the case with forms A8 to A18 dealing primarily with CEFR Chapter 
4 on language in use. In attempting to complete these one feels that the fi nal 
step of identifying the CEFR level from a table is not well informed by the 
task of description that leads up to it. It would almost make more sense to 
start with the CEFR scale and work backwards in the other direction.

Forms A19 onwards deal with CEFR Chapter 5 (Language competence) 
and are much easier to work with.

Our feeling about these forms, relating to Chapters 4 and 5 of the CEFR 
respectively, relates to the criticism which has been made of the CEFR that 
it has more to say about the social dimension of language in use than it does 
about the cognitive dimension of language competence. This perception is 
doubtless fuelled by the exaggerated attention given by most readers to the 
illustrative scales in Chapter 4. Assessment requires the cognitive dimension 
to be more fully articulated (Weir 2005a, 2005b, Shaw and Weir 2007).

A suggestion is that the order of presenting these two sets of forms should 
be reversed.

Other related areas of work
The following pieces of work all relate to the construct validity of the objec-
tive papers, by investigating sources of task diffi  culty. The central theme is 
that what tasks actually test, and thus their eff ective level of diffi  culty, may 
be due to a range of factors not captured in the categories of description pro-
posed by the Manual. In practice it is very important for test developers to be 
sensitive to these issues. A mismatch between the apparent level of a task, in 
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terms e.g. of textual features, and its actual diffi  culty may indicate a construct 
validity problem.

What is tested – Breakthrough
This study involved qualitative analysis of early versions of AL Breakthrough 
French, German, Italian and Spanish tests in Reading, Listening, Writing 
and Speaking (Walker 2005). For Reading and Listening quantitative analy-
sis of response data was also available, identifying tasks which were unex-
pectedly easy or diffi  cult. For these objective tests it was striking how many 
items depended on a single word, irrespective of whether the intended focus 
was on word, sentence or text level. Cognates also seriously aff ected diffi  culty. 
Dependence on specifi c vocabulary was recognised as an issue for this early 
learning stage. Item writing practices identifi ed as eff ective in ensuring phrase/
sentence level understanding were identifi ed, such as simple use of distractors, 
so that for example a negative sentence has to be distinguished from a positive.

 Reading – Study on comparability of German, Japanese and Urdu
This project, undertaken as part of a PhD study by a member of the develop-
ment team (Ashton 2009) used a learner- centred mixed- methods approach 
focusing on beginner to intermediate (A1−B1 in CEFR terms) secondary 
school readers of German, Japanese or Urdu in England. For the majority 
of these learners, English is their fi rst or strongest language. Self- assessment 
‘Can Do’ surveys and think- aloud protocols were used in the study. The 
self- assessment survey was used to compare the ability of approximately 
150 learners across each language and to compare their perception of the 
construct of reading at each level. ‘Can Do’ statements were taken from a 
number of sources including the Bergen ‘Can Do’ study (Hasselgreen 2003), 
CEFR statements, CEFR portfolio statements (Lenz and Schneider 2004), 
National Curriculum for Modern Foreign Languages statements (in use in 
England2) and Languages Ladder statements. Data analysis included Rasch, 
factor analysis and multiple regression analysis.

The think- aloud protocols were used to explore and compare the strat-
egies and reading processes that learners of these languages use. Findings 
from these two data sources were analysed separately before triangulating 
across both sources. The research demonstrates that the construct of reading 
in the National Curriculum for Modern Foreign Languages in England 
is not endorsed by any of the learner groups. For all language groups and 
levels, the CEFR portfolio statements provided the best representation of the 
students’ perception of the construct. At A1 for all language groups, the level 
is predominantly defi ned by what learners cannot do rather than by what 
they can do. In other words, it is the fact that learners cannot perform these 
functions that is salient. At A2, the factor scores were positive meaning that 
the level is defi ned by what learners can do.
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In terms of the use of a common profi ciency framework across learners of 
diff erent languages, fi ndings show that the same three factors best represent 
learners’ understanding of reading profi ciency across all three languages. 
However, there are also strong diff erences. For example, the diffi  culty of 
script acquisition in Japanese impacts on learners’ understanding of the con-
struct, while learners of both Japanese and Urdu were unable to scan texts 
in the way learners of German were able to. Urdu learners under- rated their 
ability, not taking into account the wide range of natural contexts in which 
they use Urdu outside the classroom. The data also illustrates how Urdu 
learners use their spoken knowledge of Urdu as a resource when reading.

Reading Grid study
This concerns an unpublished comparative study of GCSE (General 
Certifi cate of Secondary Education) and AL French Reading tasks. The 
purpose was to develop using the subjective judgment of experts a grid of 
task features describing the nature of what is tested, and relate these both 
to diffi  culty and to construct validity. The grid was then used to review 
further tasks. Available item calibrations could be used to verify the predic-
tive power of the grid. The intention was to use the grid to aid item writers 
in test construction and as a tool to enable comparisons to be made across 
diff erent assessments, e.g. diff erent languages and versions as well as assess-
ments with diff erent testing purposes. At task level, it takes into account 
features included in the Dutch construct grid (Alderson et al 2004), such as 
text length, topic, text source, discourse type, domain, intended operations 
and linguistic features. As assessment tasks of reading typically elicit some 
testing or task focused strategies that may not be present in reading outside 
an assessment context, it was felt that such strategies needed to be included 
in the grid. Cognitive operations that candidates use, particularly focusing 
on what they have to do and understand in order to answer each item, were 
looked at in detail. Aspects such as how easy it is for candidates to fi nd the 
relevant section of text, the quantity and diffi  culty of the language needed to 
respond to each item, the similarity of this language to English and whether 
there was alternative or more than one piece of information that leads to the 
answer are included in the grid. Other features include the extent to which 
the task is scaff olded (e.g. for Asset Languages the questions are in English 
which provides extra support in understanding the text), the extent to which 
existing knowledge and task familiarity impact on answering each item 
and particular strategies that the task elicits. The fi nal item on the grid asks 
whether it is possible to assign a CEFR level ‘in terms of what the learner is 
likely to be able to do if they are successful at the task’. Current literature 
and consultation guided the development of the grid which was then trialled 
in a day-long workshop with three experts. The grid has since been used in a 
training day with subject offi  cers across the full range of languages assessed 
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by Asset Languages and work is in progress to have the grid incorporated 
into editing meetings with language specialists and item writers.

Experts were commissioned to use the grid on a number of Asset 
Languages and GCSE French reading assessments covering levels A1, A2, 
B1 and B2. This data was looked at together with item level data. Findings 
are summarised below.

Assessments at and working towards A1
The analysis suggests that despite a text length of 50−60 words, only one 
or two words are needed in the target language in order to respond to each 
item. Item level statistics showed that where the vocabulary was particularly 
easy, contained cognates, or where there was alternative information, items 
were relatively easy. More diffi  cult items contained diffi  cult vocabulary, no 
 cognates and no alternative information.

Experts found it diffi  cult to give a CEFR level and tended to do this at text 
level (e.g. ‘I can understand a short, simple letter’) rather than on the basis of 
the cognitive operations that the candidate actually performs. It was found 
that the CEFR level of the texts is diff erent to the level of the cognitive opera-
tions. For example, even though the text is a short, simple letter (A2), it is 
mainly at high frequency word or very short phrase level that candidates need 
to engage (A1). Information in texts is easy to locate and data from other 
research such as verbal protocols suggests that candidates work through in 
this way working between the text and questions rather than reading the text 
as a whole.

While the text is in the target language, Asset Languages has the questions 
and multiple-choice answers in English, which is typically the candidate’s 
fi rst language. This scaff olds students’ understanding of the text and is likely 
to also impact on task diffi  culty. This use of English may also promote the 
 strategy of keyword translation, which is a common strategy at this level.

Assessments at and working towards A2
The results here were very similar to those at A1 where the easiest items 
required reading less text containing less complex language, sometimes with 
cognates. Where there was more alternative information this also impacted 
on item diffi  culty.

Candidates generally needed to read and understand phrases and sen-
tences although there was the occasional poorly constructed item where can-
didates may have been successful by understanding one or two single words.

The most diffi  cult task at Preliminary requires the entire text to be read 
and understood and ordered correctly. This task is probably operating above 
the level due to the level of knowledge of textual cohesion that is required.

Again, it was found that the experts found it diffi  cult to assign a CEFR 
level for the cognitive operations that the candidate uses. Again, they tended 
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to use a CEFR descriptor that matched the text rather than the necessary 
cognitive operations.

Assessments at and working towards B1
The results here were diff erent to those found at the lower levels. More text 
(sentences to whole text) of more diffi  cult language had to be understood in 
order to answer the questions. As the focus is not on word or short phrase level, 
cognates or words close to English only rarely impacted on item diffi  culty.

At this level, it is more diffi  cult to isolate the factors which impact on item 
diffi  culty. It was apparent that scaff olding in the form of English summaries, 
information in English in the rubrics etc. helped to make tasks easier.

As at A1 and A2, there was some mismatch between the level of the 
assigned CEFR descriptor and the necessary cognitive operations, although 
much less of a mismatch than at earlier levels. The CEFR descriptors better 
match what candidates are doing at this level.

As found at A2, the most diffi  cult task requires the entire text to be read 
and understood and ordered correctly. The language for this task is clearly 
more sophisticated than that in the A2 task. Again this task is probably oper-
ating above the level due to the level of knowledge of textual cohesion that is 
required.

The text of the Reading Grid itself is provided in the Appendix.
The study thus provided some useful insights into the causes of task dif-

fi culty. It is worth noting that the factors identifi ed here are of great impor-
tance for item writing, as they impact on the validity of tests. These factors 
are not well treated in the pilot Manual.

Comparative reading reviews
These addressed concerns that tasks for particular AL languages were 
diverging from the intended level. Development staff  and language experts 
reviewed sample tasks and identifi ed issues to be addressed. Interestingly, not 
knowing the language(s) in question was not a bar to useful participation, at 
least at the lowest levels. Given at least one expert in the language a number 
of issues could quickly be identifi ed: text length, the amount of distraction 
or irrelevant text, the spacing of elements within the text referenced by par-
ticular items, and so on. A general issue concerns languages using non- Latin 
scripts, where simply decoding text presents a far greater cognitive load at 
lower profi ciency levels. This suggests that reading texts in such languages 
need to be shorter. Specifi c character lists were specifi ed from the outset for 
initial levels of Chinese and Japanese.

Scale construction and standard setting
These two stages in constructing an assessment framework for objective 
items are logically ordered: fi rst construct a scale and then set cut- off s on it. 
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In practice the two stages have had to proceed side- by- side in the AL devel-
opment, and indeed, the process is still unfi nished as the higher levels are 
developed and added. For many less widely spoken languages there is as yet 
insuffi  cient response data and collateral information to consider the process 
complete.

Scale construction is based on an IRT (Rasch) model and an item- banking 
approach. Data for linking the levels vertically has come from pretesting, 
where it has been possible to include items linking two levels; and also from 
common- person linking in both live and non- live situations, where learners 
have taken tests at two levels.

The scaling and standard-setting approach is based on the notion of a 
template scale which by default applies to all languages. The shape of this 
scale, i.e. the proportional intervals between levels, is based on the model of 
the Cambridge ESOL Common Scale, which is the measurement scale under-
pinning the Cambridge ESOL main exam suite, covering levels A2 to C2 of 
the CEFR. The underlying idea is that the measurable distance between two 
levels on a profi ciency scale refl ects the empirically observable diff erence 
between the levels, which is equivalent to a certain learning gain. The rela-
tion between learning and observable gains is well known: at low levels a little 
learning makes a big observable diff erence; at higher levels it may take years 
of learning to move up a level, as is shown in Figure 4.

Also there is some logic in the progression which we observe in the Cambridge 
ESOL Common Scale. At low levels learners develop rapidly, so several target 
levels are needed perhaps quite closely spaced in time. These targets also serve 
an important motivational function, as at this early stage many learners may 
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not be studying intensively, or be at all keen on language study. Learners at high 
levels are likely to be more committed students, so it is acceptable that levels 
should demand much more time and eff ort to achieve; at the same time the next 
level must remain accessible, even if that means settling for smaller observable 
gains. The scale makes sense as a framework for learning.

This rationale explains quite well the shape of the Cambridge ESOL 
Common Scale, even though its empirical construction was a post- hoc explo-
ration of a system which had developed piecemeal over the best part of a 
century. Pending any better evidence it is reasonable for us to work on the 
basis that the proportional intervals on a scale for objectively measured skills 
should be the same across languages, as they defi ne levels as a particular func-
tion of eff ort and observable learning gains. Jones (2005) has more detail.

This approach allows us to impose the necessary coherence on the AL 
framework: the requirement to align a large number of elements (six levels, 
many languages) is met by working from a model of the framework as a 
whole downwards to the elements within it, rather than working upwards 
from individual standard- setting decisions. The approach is also potentially 
amenable to validation, and facilitates gradual and progressive amendment, 
as evidence accumulates.

The template scale is thus a central idea in the AL approach to scaling, 
although for many languages diffi  culty in achieving a reliable vertical link 
in response data has meant that standard setting has had to proceed on a 
by- level basis. In practice this has given even greater importance to the use 
of teacher ratings, collected as collateral data about candidates, during pre-
testing and live test administration. To date these have played a major role 
in both standard setting and, eff ectively, scale construction. Teacher ratings 
were initially elicited by reference to National Curriculum levels, which are 
broadly in line with Languages Ladder stages, at least for the most popular 
modern foreign languages like French. It was believed that these were the 
most familiar profi ciency levels for primary and secondary school teachers 
to use. Subsequently ratings have been elicited by reference to the Languages 
Ladder/CEFR, using an instrument that draws on both scales.

Teacher ratings are used as follows. At pretesting teachers are asked to 
give a single rating of level for each of the candidates. The level rating corre-
sponds to an ability on the template scale, so that the IRT analysis of pretest 
data can be anchored to the scale via the estimated ability of candidates. 
When live tests are constructed, the item diffi  culties anchored in this way can 
be used to estimate the ability corresponding to diff erent scores in the test, 
and hence the score corresponding to each grade threshold on the scale.

Reference to Manual
Thus the approach to standard setting falls under the procedures discussed 
in Chapter 6 of the pilot Manual under ‘external validation’. No operational 
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use has been made of task- centred standard  setting as described in Chapter 
5.

Oth er related areas of work
Experimental approaches to standard setting and cross- language compara-
bility include the use of ‘Can Do’ statements, and task- centred alignment of 
reading.

Plurilingual ‘Can Do’ study
‘Can Do’ questionnaire instruments have been developed for self- assessment 
or teacher rating for the four AL skills. Trial questionnaires have been assem-
bled using ‘Can Dos’ from a range of sources: National Curriculum, Languages 
Ladder, CEFR including ELP, the Bergen study, the Association of Language 
Testers in Europe (ALTE) etc., and response data collected to identify a coher-
ent subset (some of these sources work better than others). A limited amount 
of data has so far been collected where learners taking AL tests in two diff er-
ent languages provide self- ratings for each language. The purpose of the study, 
which replicates a design adopted for the Business Language Testing Service 
(BULATS), another Cambridge ESOL multilingual test, is to evaluate the 
potential of this approach as a way of verifying cross- language alignments 
of objective tests. This is an attractive idea to the extent that self- ratings by 
plurilingual informants should refl ect reasonably well their relative competence 
in the two languages. The tendency of individuals’ self- ratings to vary widely in 
terms of judgments of absolute level should thus not be a problem.

Task- centred alignment of reading using rankings
This was a small- scale study based on data collected at a workshop during 
the Vilnius ALTE conference (October 2007). The purpose is to evaluate 
whether rankings of tasks, based on raters’ judgements of diffi  culty, could 
be used for cross- language alignment, and whether the quality of such an 
alignment might be estimated on the basis of comparison with known empir-
ical diffi  culties available for each language separately. This area of study 
is being taken forward in the context of the development of the European 
Survey on Language Competence (ESLC) by the SurveyLang consortium, in 
which Cambridge ESOL is a partner3. A ranking approach to cross- language 
 comparison of speaking is reported in North and Jones (2009:17).

Subjectively marked tests (Writing and Speaking)
Design, specifi cation, item writing
The same approach was taken with the performance skills as with the objec-
tive tests described above. Comparability across languages was sought 
through the use of English exemplars, as further described below.
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Standard setting, rater training and standardisation
The challenge of developing a common understanding of levels given the 
wide range of languages in the AL framework and the diff erent contexts 
in which they are learned and taught (community languages and modern 
foreign languages) was addressed through the use of exemplars in English. 
Even though English is not a language in the AL framework, this was seen as 
the most direct way of setting an initial target. Video exemplars of AL speak-
ing tests were fi lmed in EFL (language school) and ESL (primary school) 
contexts. Writing samples were collected in the same way.

It was important that the exemplars represented the standardised AL test 
format. Using available English exemplars from other Cambridge ESOL 
exams would have introduced extraneous diffi  culties. Using the AL format 
focused attention on specifi c issues of how the same construct and the same 
notion of level could be implemented in perhaps very diff erent languages. 
The exemplars also demonstrated the central importance of task to percep-
tions of level of performance, as they included examples of the same learner 
taking the test at two levels – typically appearing more fl uent and confi dent at 
the lower level, but struggling at the higher one.

In addition to the English exemplars, exemplars were also to be pro-
duced for each language, although these were only available initially for the 
most common languages (French, German, Spanish, Italian). These were 
used for standardising raters for each language, and also in cross- language 
 comparisons of standard.

Reference to Manual
The use of standardised English exemplars, in the absence of such exem-
plars for a given language, is envisaged in the Manual. The benchmarking 
of these English exemplars was done by AL staff  already familiar with the 
CEFR, making reference to available CEFR exemplars in English, French 
and German, as well as to the text of the CEFR. We found some problems of 
interpretation using the available exemplars due to the diff erences compared 
to AL in test format (paired vs. single), task (open- ended discussion vs. more 
guided tasks) and context (adult vs. secondary or primary; community- based 
learners vs. MFL learners).

A problem to be engaged with was assigning the lower AL grades, 
because (as shown in Figure 1 above) these correspond to less- than- complete 
 achievement of the target level, i.e. to the CEFR level below.

Benchmarking of language- specifi c exemplars where these were available 
was done by teams of language experts guided by AL CEFR- expert staff . 
These sessions incorporated familiarisation with the CEFR as described in 
the Manual, and reference to the English exemplars where these were avail-
able. There were construct issues to address as well as issues of level, as many 
language experts came with previous experience of other UK language 
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qualifi cations (Entry level, GCSE, A- Level). Reference to the CEFR was 
also very useful in understanding what determined the level (range, task), as 
well as what expectations of performance should be, in terms e.g. of  accuracy, 
fl uency or communication.

Initial standardisation of language experts for the wider range of AL lan-
guages was based on the English exemplars. Procedures as suggested in the 
pilot Manual were followed. Even in a large conference involving many dif-
ferent languages this approach was very eff ective in arriving quickly at an 
understanding of levels. This in itself, of course, does not necessarily mean 
that examiners were able successfully to transfer this common understanding 
to their own languages.

Other related areas of work
In an approach to ongoing verifi cation of standards, cross- language com-
parisons have been undertaken for the more commonly spoken languages in 
AL, based on the AL exemplar materials for those languages, or on speak-
ing and writing samples from live exams (the speaking being recorded). Such 
sessions have depended on the plurilingual competence of the respective lan-
guage experts, but have proved fruitful (things might be diff erent when the 
higher levels are compared).

Specifi c queries regarding standards may also arise in the operational 
conduct of exams. In one case a multilingual expert was asked to adjudi-
cate on the standard applied across languages (French, German) in a par-
ticular session. Such issues are understandable when teams of markers and 
 moderators are still relatively inexperienced.

Conclusions
The Asset Languages project is challenging in a number of ways. 
Comparability between such diverse languages and learning contexts is a dif-
fi cult notion to concretise. The context of learning and language use of com-
munity language learners diff ers from that of the modern foreign language 
learner, whose exposure to the language may be largely or exclusively in a 
formal setting. The place of literacy in learning diff ers where the script itself 
presents a long- term learning challenge. Adult learners and primary school 
children diff er in their purposes for learning and in the cognitive maturity 
they bring to it. Relating these diff erent contexts to a single frame of refer-
ence requires specifi c arguments and justifi cation, and must in the end be 
tempered by realism: we are after usefulness rather than some absolute truth.

These are important issues for AL, and they also remind us that the CEFR 
itself in its current form has certain limits. It deals well with that range and 
kind of ability achievable within a normal foreign language learning career: 
that is, based on formal study possibly supplemented by informal learning 
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experiences. Being focused on Europe, moreover, it does not strongly dis-
tinguish the development of oracy and literacy. Whether the CEFR could 
usefully be extended, or related to some larger meta- framework, to encom-
pass, for example, the languages of education depends in the fi rst instance 
on fi nding compelling reasons for wishing to do so. Fleming (2008) reports 
on the Council of Europe Language Policy Division’s work in the area of 
Languages of Education, where the need for a diff erent kind of framework to 
the CEFR is debated.

Asset Languages in common with all assessment projects has been devel-
oped within practical constraints, and fully implementing all the stages of the 
test design, construction and administration cycle will require an iterative 
approach. Finally the degree of perfection achieved will vary by language 
depending on its popularity and the consequent availability of data. These 
factors weigh on the construction of any claim to alignment to the CEFR. 
The Asset Languages project continues to seek methods which serve the 
purpose.

We would like the Manual, in terms of its style, organisation, and above 
all in the signifi cance it attaches to particular procedures, to encourage 
rather than discourage this search for approaches which work for particu-
lar purposes. The current guidelines for reporting envisage users applying 
the Manual rationally, selectively, ‘contributing to a body of knowledge and 
experience’ and ‘adding to the compendium of suggested techniques’. We 
very much endorse this approach to using and perhaps further developing 
the Manual.

Notes
1. The Department for Children, Schools and Families (DCSF) was formerly 

known as the Department for Education and Skills (DfES).
2. A number of documents are available from the CILT (National Centre for 

Languages) website: www.cilt.org.uk/faqs/nat_cur.htm
3. The SurveyLang website is: www.surveylang.org
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A ppendix

Reading Grid study
This study is described in the paper above. The bare text of the Reading Grid 
document is given below, without layout, or the grid boxes in which users 
recorded their analysis of a reading task. The Dutch grid handout refers to 
the project reported in Alderson et al (2004).

Test level and test part

Text features

• Length
• Domain (e.g. personal, public, occupational, educational etc.)
• Language of the rubric
• Topic
• Source (see Dutch grid handout)
• Intended operations (see Dutch grid handout, e.g. gist, detail, opinion)
• Discourse type (see Dutch grid handout, e.g. expository, narrative)
•  Linguistic features (e.g. linguistic, syntactic, functional, high/low 

frequency language)

Task features

‘Know where to look’
How easy is it for students to determine where in the text the answer is? (e.g. six 
sentences, six questions, words relating the question to the text)

‘How much?’
How much text do students need to understand in order to answer the question?, 
e.g. word, phrase, sentence or whole text level?

‘What?’
What language do students need to understand in order to answer the question?

‘Frequency of language’
Is the language that students need to understand in order to answer the question 
high frequency, low frequency etc.?

‘Relationship to English’
Is the language that students need to understand in order to answer the question 
close to English, are cognates used? etc.
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‘Alternative information’
Is there alternative information/extra support that helps students to answer the 
question?

‘Scaff olding’
Is there extra support, e.g. do the questions scaff old understanding of the text 
for students?

‘Schema’
To what extent does the task genre awaken existing schemata for the student?

‘Existing knowledge’
Can students predict the answer, using existing knowledge? Is this helpful/not 
helpful in answering the question?

‘Task familiarity’
To what extent does task familiarity/unfamiliarity impact on answering the 
question?

‘Particular strategies’
Are there particular strategies that the task elicits?, e.g. matching tasks may 
elicit process of elimination strategy.

‘Other features’
Are there other features that may impact on diffi  culty?, e.g. the layout, ‘doesn’t 
say’.

‘CEFR level’
In terms of what the learner is likely to be able to do if they are successful at the 
task. Is it possible to assign a CEFR level or CEFR ‘Can Do’ statement to what 
they can do?
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Mapping the Dutch 
foreign language state 
examinations onto the 
CEFR

[Summarised report of a Cito research 
project commissioned by the Dutch 
Ministry of Education, Culture and 
Science] 
José Noijons and Henk Kuijper 
Cito, Institute for Educational Measurement, 
the Netherlands

Abstract
In this report an account is given of the content specifi cation and the stand-
ardisation of the state examinations of reading comprehension in the foreign 
languages French, German and English as carried out by Cito. For this the 
procedures as described in the draft Manual published by the Council of 
Europe have been followed (Council of Europe 2003). To arrive at valid speci-
fi cation and standardisation, project members fi rst had to get familiar with the 
Common European Framework of Reference for Languages (CEFR) in the 
familiarisation phase. And later, when external judges were asked to determine 
the minimum CEFR level of the items that occur in the reading  comprehension 
examinations, these judges also had to get familiar with the CEFR.

Project members performed a content analysis of the examinations of 
reading comprehension during the specifi cation process. The issue has been 
to fi nd out to what extent examinations of reading comprehension at all sec-
ondary school levels did indeed contain texts and items that show an increase 
in CEFR level. To be able to answer this question a CEFR- related  descriptive 
model was used with which the texts and items have been described.

It proved possible to indicate for each of the examinations of reading 
comprehension for the various school types what the mean minimum 
reading comprehension level of a candidate should be in terms of the CEFR 
in order to be able to answer the questions in an examination correctly. In 
addition to this we have been able to indicate for nearly all the examinations 

12
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used, what the minimum scores should be to reach the relevant CEFR levels. 
We have compared these minimum scores per examination with the State 
Examination Committee’s cut- off  scores.

Introduction
In 2003 the Dutch Ministry of Education, Culture and Science commissioned 
SLO, the Dutch Institute for Curriculum Development, and Cito, Institute 
for Educational Measurement, to carry out a linking project which had the 
following objectives:
A. To establish links between the existing examinations in French, German 

and English and the Common European Framework of Reference, 
CEFR (Council of Europe 2001), following the steps as outlined in the 
(preliminary pilot version of the) Manual published by the Council of 
Europe.

B. To study the possibilities of developing more comprehensive CEFR- 
related examinations in the foreign languages.
The project defi ned a number of goals, resulting in the production of the 

following:
1. A qualitative analysis of the examination syllabuses and examinations 

(2003 and 2004) for lower secondary pre- vocational level and for higher 
secondary/pre- university level French, German and English.

2. A new set of specifi cations for the examination syllabuses 2007 at the 
higher levels based on the CEFR for the skills of reading, listening, 
writing, spoken production and spoken interaction.

3. A classifi cation of the items in the examinations for French, German 
and English at fi ve levels within the terms of the CEFR by judges and 
stakeholders, with a computation of cut- off  scores at relevant CEFR 
levels.

4. A psychometric validation of the above- mentioned examinations.
5. A set of sample items illustrating those ‘Can Do’ statements at each 

CEFR level that are not tested in the present examinations.
6. Prototypes of CEFR- based examinations of reading in French, German 

and English at relevant levels.
7. Inclusion of research data in the syllabuses for the state examinations 

in the foreign languages that will be produced within the framework of 
the revision of the examination syllabuses for higher secondary and pre- 
university level.

8. Publication of a fi nal report.
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Linking procedures
The aim of the Manual published by the Council of Europe has been to 
propose possible procedures for fi nding evidence to relate examinations to 
the CEFR. In the Manual three methods of linking are identifi ed:
1. Specifi cation of the content of the examinations.
2. Standardisation of judgements.
3. Empirical validation by means of data analysis of test results.

With the fi rst method the claim of links to the CEFR is made on the basis 
of specifi cation only. This method (with variations) has been followed by a 
number of institutes in Europe and outside. The second method may lead to 
a stronger claim of links, because it is based on specifi cation AND standardi-
sation. The third method may result in claims that are confi rmed by empir-
ical verifi cation. Methods 1 and 2 have now been carried out by Cito and 
are described in this report. Cito has been carrying out activities relating to 
method 3 since.

Within the various methods the following phases have been identifi ed:
• Familiarisation: making sure that those persons involved in the linking 

procedure are thoroughly acquainted with the goal, the set- up and the 
levels of the CEFR (Introduction phase).

• Specifi cation: mapping out the extent to which the coverage of 
the examination syllabuses and the state examinations of reading 
comprehension can be related to descriptors of the CEFR.

• Standardisation: asking judges (language teachers, representatives from 
politics and industry) through a procedure as described in the Manual 
to classify a selection of the examination questions that were used in the 
research project, in terms of CEFR (that is, linking them with CEFR 
levels). On that basis it can be determined what score a candidate 
should get in a particular examination in order to be able to say that 
he/she masters a level that is relevant to CEFR for that particular 
examination.

• Empirical validation: psychometric validation of the results collected in 
the standardisation procedure.
In this report the activities that relate to all four phases are described. 

Some aspects of empirical validation (validation through comparison with 
other CEFR- related examinations) are not reported upon here.

Familiarisation
The fi rst phase in the linking process described in the Manual is that of 
familiarisation. The Manual points out that it is important for all those 
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involved in the linking process to familiarise themselves with the CEFR. The 
 familiarisation process in this project has involved fi ve steps:
1. Familiarisation with the global and specifi c aims, objectives and 

functions of the CEFR.
2. Discussions with reference to the questions that are put at the end of 

each chapter in the CEFR about the relevance of the chapter in question 
for the work situation of the user of the CEFR.

3. Discussion about the global descriptors of the CEFR and the levels 
that go with them. Project members (content specialists) made a fi rst, 
preliminary link of the Dutch education levels to the CEFR.

4. Self- assessment of one’s own profi ciency level for project members in 
two foreign languages with the help of the self assessment grid (Table 2 
in the CEFR).

5. Sorting specifi c CEFR descriptors. The descriptors all pertained to 
reading, the skill that is tested in the state examinations.
The discussions among project members showed that there was global 

agreement on the CEFR levels attained in Dutch foreign language educa-
tion. It must be emphasised here that these estimates were not based on any 
empirical evidence. All project members estimated their own CEFR levels. 
Most of them had university degrees (BA or MA) in one or more foreign 
languages.

Content specifi cation
The second phase in the linking process as outlined in the Manual and 
carried out in the Dutch linking research is called the specifi cation phase. The 
Manual describes what specifi cation in the linking process involves: describ-
ing the extent to which an examination covers the categories and levels of the 
CEFR. The Manual identifi es two separate forms of description:
1. A description of the examination in its own right.
2. A content analysis of the examination (in terms of the CEFR).

In this section the results are reported of the content analysis of the 
state examinations of reading comprehension in terms of the CEFR. This 
content analysis of the examinations consists of a description of the exami-
nations through the scales of communicative activities and the scales of 
 communicative competence in the CEFR.

Content specifi cation in relation to the scales for communicative activities
Within the context of linking the state examinations of reading comprehension 
in French, German and English to the CEFR, the examinations of the year 
2004, for all regular school types have been analysed with the help of the four 
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global descriptors and the accompanying detailed descriptors of Taalprofi elen 
[Language Profi les] (Liemberg and Meijer 2004). These global descriptors 
 correspond to the scales of communicative activities for reading in the CEFR.

Taalprofi elen identifi es the following global descriptors:
• Reading correspondence
• Reading for orientation
• Reading for information and argument
• Reading instructions.
These global descriptors in turn are subdivided into detailed descriptors 
(‘Can Do’ statements).

In the standard- setting phase (see below) a minimum CEFR level has been 
estimated that would be required to successfully respond to items from each 
examination for each school type. Based on the estimation of the minimum 
CEFR level for an individual item a mean minimum CEFR level could be 
computed for each examination. On the basis of the above estimations, the 
examinations have been analysed with the descriptors for the level or the 
levels to which the required minimum level corresponded.

For reasons of effi  ciency judges were instructed to assign only one global 
descriptor to each item. The descriptor that was selected had to be the most 
appropriate. The next step was to determine to which detailed descriptor 
each reading item mainly referred to. The assigning of descriptors to the 
items was carried out by two judges in close consultation.

The project has found the following:
• The distribution of the items in the examinations across the four 

global descriptors is not balanced. The items that focus on reading for 
information appear most often. This has partly to do with regulations in 
the examination models which prioritise this type of reading.

• The current examination syllabus and the examination model that 
is derived from it, are in fact very global as far as the texts and tasks 
are concerned. The diversity of the source material mentioned in the 
descriptors in Taalprofi elen corresponds with the great variety of text 
materials that can be used for the state examinations. This variety has 
been confi rmed by the fact that the examination texts represent a great 
variety of what is described in the CEFR for text type, text source and 
communication topics.

• It is exactly this very wide variety that makes an extensive revision of 
the current examination syllabuses less opportune. It is for this reason 
that constructing new examination prototypes has not been deemed 
advisable.

• Although not all four global descriptors are equally represented in the 
examinations, it appears that the skills that are described in the detailed 



Aligning Tests with the CEFR

252

descriptors are all represented in the examinations. Reading skills which 
are described under the global descriptors show a great deal of overlap. 
When one concludes for instance that reading correspondence does not 
occur very often, this does not mean that the skills as described in the 
detailed descriptors under reading correspondence are not represented 
in the examinations. For both reading correspondence and reading for 
information, candidates have to be able to understand the main ideas 
and detailed information in texts. It is likely that when a candidate is 
able to demonstrate this skill when reading an article from a magazine 
– as is mentioned with reading for information – he or she can also show 
this skill when reading correspondence. The diff erence then is not in the 
reading comprehension, but in the type of text.

• When revising the examination models one could nonetheless consider 
the necessity of having the missing detailed descriptors appear 
more explicitly in the examinations. One can think of work- related 
correspondence, reading for orientation and reading instructions for 
instance for the lower- level examinations. The global descriptor 
reading for information appears most frequently in the examinations. 
The detailed descriptor reading of texts for pleasure that goes with this 
particular global descriptor does not appear in the state examinations at 
all.

• Redistribution of the present attainment targets may be considered so 
that there is more correspondence with the relative importance that is 
given to each of the descriptors within the CEFR at the various levels. 
In other words: the present distribution of attainment targets does not 
refl ect the CEFR suffi  ciently.

Content specifi cation in relation to the scales for communicative competence
The levels in the CEFR represent an increasing degree of language ability. 
Language learners can deal with increasingly more text types in many more 
domains and situations, as their profi ciency level increases. Their ability to 
handle linguistically and cognitively more complex texts with an increasing 
accuracy also increases. This aspect of the language ability is described spe-
cifi cally in the scales for communicative competence and within those even 
more specifi cally in the scales for communicative linguistic competences.

In the following paragraphs additional information is given about the texts 
and items in the state examinations of reading comprehension in German 
and English in relation to the CEFR. For the examinations in French not 
enough data was available to carry out such an analysis. However, it can 
be assumed that the results presented here for German and English in rela-
tion to the CEFR will also apply to the state examinations of reading com-
prehension in French. After all, the examinations in German, English and 
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French are developed following the same examination syllabus and the same 
 examination model.

In the CEFR content aspects and levels of language tasks have been 
described. The language development from a lower to a higher level can be 
described as the increase in the ability to perform more and more language 
tasks with text types of an increasing diffi  culty level. The question is to what 
extent the state examinations of reading comprehension contain texts and 
items that show an increase in diffi  culty level from the lowest streams to the 
highest streams as is to be expected from the standard- setting process (see 
below). To be able to answer this question a descriptive, CEFR related model 
is needed to describe texts and items.

A research project into such dimensions in the CEFR has been carried 
out in the Dutch Grid project (Alderson, Figueras, Kuijper, Nold, Takala 
and Tardieu 2006). In this European project the CEFR has been analysed 
for the extent to which it contains clear instructions and guidelines for the 
description and development of test tasks at various CEFR levels. It is con-
cluded that the CEFR is a useful instrument, but that clear guidelines for test 
development and test description at the various levels cannot be found in 
the CEFR. The following problems for test construction on the basis of the 
CEFR have been identifi ed:
1. Terminology: are some technical terms synonyms or not?
2. Omissions, when a concept or characteristic needed for test specifi cation 

simply is not present.
3. Inconsistencies, when a characteristic is mentioned at one level and not 

at another level, where the same characteristic occurs at two diff erent 
levels, or when at the same level a characteristic is described diff erently 
in diff erent scales.

4. The absence of defi nitions, when terms are presented, but not defi ned.
The problem is not so much in the descriptive criteria in the CEFR being 

absent, but rather in the fact that there is a lack of explicitness, structure, consist-
ency and precision, aspects which are of vital importance for test construction.

On the basis of a thorough analysis of the CEFR, the Dutch Grid project 
has developed a new descriptive model, related to the CEFR, for reading 
and listening items and texts. The model attempts at describing the relevant 
dimensions of the CEFR in a more systematic way. This descriptive model 
is available on the web at www.ling.lancs.ac.uk/CEFRgrid. The Dutch Grid 
contains descriptive dimensions for texts and items in reading and listening. 
The text dimensions can be subdivided into a content category and a cat-
egory referring to cognitive and linguistic complexity. Table 1 gives a survey 
of these dimensions. For each dimension it is shown if the descriptive struc-
ture is derived directly from the CEFR, or is an adaptation of the CEFR, or 
is derived from a diff erent taxonomy.
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In the linking study the Dutch Grid has been used to provide a fi rst 
description of the items of the examinations of reading comprehension. This 
description has also been used for the selection of the examination items for 
the standardisation phase.

The analyses are based on the state examinations of reading comprehen-
sion in German and English in the years 2003 and 2004. For each of the two 
languages the analyses have been carried out by two persons. In the manual 
of the Dutch Grid it is recommended to have each text and item analysed 
by more than one person and to discuss the fi ndings. Considering the great 
number of texts and items included in this project this plan could not be 
carried out for fi nancial and organisational constraints. Nonetheless we 
consider the results to be suffi  ciently valid to report them here. These results 
can be considered as indicative. Clear trends can be recognised and the 
 information is useful for further construction of the examinations.

For content specifi cation in relation to the scales for communicative com-
petence the project has found the following. The CEFR presupposes that 
higher levels will show an increase of the linguistic and cognitive complexity 
of reading texts which language learners should be able to understand. This 
presupposition also goes for the reading tasks which they have to be able 
to perform. This development is described specifi cally in the scales for com-
municative competences. The content description carried out for the exami-
nations of reading comprehension in German and English shows that this 
increase of linguistic and cognitive complexity in the examinations is specifi -
cally found at text level. The texts become more complex grammatically; the 
abstractness of the texts increases and the vocabulary becomes increasingly 

Table 1: Descriptive dimensions of the Dutch Grid for reading

Text dimensions

Content Source
Text source Directly from CEFR
Text type DIALANG
Domain Directly from CEFR
Topic Directly from CEFR
Cognitive and linguistic complexity
Abstraction level Adapted on the basis of CEFR
Vocabulary Adapted on the basis of CEFR
Grammatical complexity Adapted on the basis of CEFR
Text length Adapted on the basis of CEFR
CEFR- level estimate Directly from CEFR
Reading item dimensions
Question type Adapted on the basis of CEFR
Operations Adapted on the basis of CEFR
CEFR- level estimate Directly from CEFR
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more extensive and more varied. The descriptions of the items indicate that as 
the level of the examinations is higher, examinees should be able to perform a 
wider variety of operations.

Standardisation
The Manual distinguishes two main phases in this process:
• the judgement process
• data analysis for validation of the standards.

Judgement process
An overview of the various steps that were made in this process is given 
below.

• Defi nition of goals for the decision procedure

The aim of the judgement process is that judges determine the minimum 
CEFR level needed by a candidate to successfully perform on a given lan-
guage test. In other words, to determine cut- off  scores for each examina-
tion at which a candidate can be said to have acquired a CEFR level that is 
relevant to the aim of the specifi c examination. The standard- setting algo-
rithm that was used is described here briefl y. The data is collected by the so- 
called basket procedure. A judge is asked to put each item into a labelled 
basket corresponding to the minimum CEFR level that is needed to carry 
out the task in the item. There are fi ve baskets, called A1, A2, B1, B2 and 
C1+, corresponding to the levels that the examination syllabuses aim at (and 
beyond). C1+ refers to the levels C1 and C2. If an item is placed in basket 
B1, this means that according to the judge, a person at level B1 should be 
able to carry out the task correctly and by implication mastery is assumed 
at all higher levels (persons at levels B2 and higher). It cannot be expected, 
however, that a person at level A2 (or lower) will be able to carry out the task 
correctly. This method of standard- setting has been developed for the project 
DIALANG (DIALANG 2002). The method was used because it has been 
shown to be manageable and to yield reliable and useful results. Moreover, 
several members of the linking project were familiar with this method.
• Selection of reading items
Ideally all the items in the state examinations of reading comprehension 
in French, German and English under review should be judged during the 
standard- setting. However, this would have meant that for each language 
judges would have had to rate a total of circa 250 reading items (to go with 
over 50 texts). It is clear that this would have been too strenuous a task to 
perform during one session. It was therefore decided to create representative 
samples from the fi ve examinations per language.



Aligning Tests with the CEFR

256

• Selection of judges
In order to raise the validity of the standard  setting judges were recruited from 
the teaching profession at secondary schools (at which the students are trained 
to take the foreign language examinations) and at institutes for higher and uni-
versity education where such teachers are trained. These lecturers from higher 
education also train teachers for primary schools, which is relevant in the case 
of English, because in primary schools English will be taught at the lowest level 
(A1). Other judges were recruited from the business world and from private 
language institutes. A last group of judges included a politician and members 
of the State Examination Committees (CEVO). There were a number of 
reasons why project members have been excluded from the standard setting. 
Some project members had been responsible for constructing the items to be 
judged. Although it would have been useful to know how they would relate 
items to CEFR levels, their familiarity with the items might yield biased results.
• Training of judges
Judges were trained in much the same way as in the Familiarisation phase of 
the project, to get familiar with CEFR categories and levels. This training was 
given by the same person who had trained project members. A lively discus-
sion on the relevance of the CEFR for various purposes developed. The judges 
were then given a number of texts with items to judge following the basket 
procedure described above. For each item in the training session the following 
question was put to the judges:

Please indicate for each item which level (A1, A2, B1, B2 or C1+) is mini-
mally required to carry out the task correctly. (Circle for each item the 
number in the column with the answer of your choice.)

The training of the judges at this stage took place in three separate lan-
guage groups (French, German and English) each consisting of 15−20 
judges. The training was led by project members. During the discussions in 
the language groups the judges reached agreement on the required minimum 
level for each of the four items selected for training. These items were not 
included in the actual standard setting.
• The judgement sessions
After the training the judges were given sets of texts and items in the ran-
domised order described above. Judges took between two and three hours 

Text Tasks Level

A1 A2 B1 B2 C1+

1 1 1 2 3 4 5
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to rate all the items using a rating form as described above. There have 
been no complaints of this task having been too strenuous. As a matter of 
fact, many of the judges expressed their willingness to take part in future 
 standard-setting sessions for listening, speaking and writing tasks.
• Data collection procedures
The rating forms have been collected and the data has been transferred to 
optical reading forms. Data collected included: rater ID, language and 
ratings (1 to 5, corresponding to A1 to C1+) per item.

Data analysis for validation of the standards
The next phase in the standard- setting procedure has been the data analysis 
to validate the accuracy of the standards. The data analysis comprises two 
operations:
1. Determining rater agreement and rater reliability.
2. Determining minimum scores for relevant CEFR levels on each 

examination.
Rater agreement and rater reliability of French reading items:
reliability (a): 0.9395
agreement (Rho2): 0.9279
Rater agreement and rater reliability of German reading items:
reliability (a): 0.9567
agreement (Rho2): 0.9432
Rater agreement and rater reliability of English reading items:
reliability (a): 0.9755
agreement (Rho2): 0.9728

The project has found the following relating to rater agreement:
• Rater agreement for all the items presented to judges was over .90 for all 

three languages. This would indicate that judges agree suffi  ciently on the 
minimum CEFR level required for each item to be mastered.

• Judges have placed the items taken from the lowest level examination 
at the lower end of the CEFR scales and they have placed items taken 
from the higher level examinations at the higher end of the CEFR 
scale. This diff erence in level corresponds with the range in the Dutch 
examination levels.

• External judges seem to agree with the item writers on the level of 
diffi  culty of sets of items.

• Data analysis shows that for French and English, judges are of the 
opinion that a higher CEFR level is needed to be able to successfully 
answer the questions if moving up through the examinations from low 
level to high level.



Aligning Tests with the CEFR

258

• For German, judgements suggest that CEFR levels required for mastery 
of the items at a higher level are in a less consistent order of increasing 
diffi  culty.

Determining minimum scores for relevant CEFR levels in each examination
The next step in the data analysis phase has been the determining of minimum 
scores on a state examination needed by a student to be able to claim that he 
or she is at a relevant CEFR level. Also, we would like to know what the 
actual cut- off  score as determined by the State Examination Committee 
(CEVO) would mean in terms of mastery of CEFR levels. For this purpose 
we have extrapolated the data found in the ‘basket’ procedure to the actual 
examinations taken by students in 2004. The method that has been followed 
to link the above- mentioned scores and cut- off  scores to CEFR levels is being 
illustrated below for English. After that the most important conclusions for 
French and German will follow.

Results standard setting for the English examinations
Below an overview of the fi ndings with the state examinations of reading in 
English will follow: the scores that go with the cut- off  scores suffi  cient/insuf-
fi cient as set by CEVO and the scores that go with the relevant cut- off  scores 
with CEFR levels. We will indicate how the judgements of CEVO of what is 
a suffi  cient performance match with the judgements of relevant CEFR levels.

In Table 2 an overview is given of the number of examinees whose 
responses have been analysed as part of quality control procedures for 
the examinations and to determine cut- off  scores and reliability esti-
mates (Cronbach’s alpha) with unweighted and weighted scores. Weights 
are used in Item Response Theory (IRT) analyses that are at the basis of 
 standard-setting procedures.

The basic counting in the standard- setting procedures has been the 
average (across judges) cumulative number of reading items that has been 
put in each basket, starting with the lowest basket A1. A fi ctitious example is 
given in Table 3. From the table, we know that on average 3.2 items were put 

Table 2: Examinations in English: number of respondents, reliability esti-
mates with unweighted (unw.) and weighted (w.) scores

Level N A (unw.) a (w.)

Vwo (pre- university) 1858 0.823 0.838
Havo (higher secondary) 2036 0.782 0.807
gl/tl (lower secondary) 2683 0.744 0.783
Kb (lower secondary − short) 2131 0.834 0.849
Bb (lower secondary − basic) 2250 0.841 0.855



Mapping the Dutch foreign language state examinations onto the CEFR

259

in basket B1 and 1.9 items (on average) were put in a lower- level basket. So 
(on average) 5.1 items should be mastered at level B1. In the standard setting 
this number is interpreted as a minimum requirement for B1. And therefore 
the cut- off  score A2/B1 is positioned at 5/6. 

When items are calibrated using Item Response Theory (IRT), diff er-
ent items may be given diff erent weights. When these weights are taken into 
account one might replace the column frequency in Table 3 by a column with 
the average weight of the items put into each basket and then cumulate these 
weights across levels. These cumulative weights can then be interpreted as 
the minimum weighted score on a test consisting of all the items used in the 
standard setting. If the calibration is reliable, these cumulative weighted 
scores can be converted into a measure on the latent trait. An example is 
given in Table 4.

A sample of 15 items taken from the vwo examination was rated by 15 
judges. The maximum unweighted score therefore is 15 and the maximum 
weighted score (based on an analysis of the whole examination vwo) for these 
15 items is 54. When we consider level B2, the cut- off  score for unweighted 
scores at B1/B2 is 9/10; for weighted scores it is 32/33 and on the theta scale 
the cut- off  is −0.182. For the A2/B1 cut- off  point, the theta value is −0.478. 
This operation can be used to apply the standard setting to larger tests than 
the sample of items that has been presented to the judges.

We may consider applying two methods here:

Table 3: An example of the outcomes of the standard- setting procedure

Level Frequency Cumulative frequency

A1 0.8  0.8
A2 1.1  1.9
B1 3.2  5.1
B2 8.0 13.1
C1 1.9 15

Table 4: Results for the highest school level examination in English (pre- 
university)

Level Theta Unweighted score Weighted score

A1 −0.980 0.00 0.00
A2 −0.939 0.07 0.20
B1 −0.478 1.60 5.73
B2 −0.182 9.07 32.20
C1 1.277 15.00 54.00
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1. In the calibration, weighted scores can be transformed into theta 
estimates. For the pre- university examination in English we then fi nd 
the following results (see Table 5). They suggest that the cut- off  score 
for B1/B2 is 126/127. For A2/B1 we could choose either 28/29 or 29/30 
(since we have results with three decimals). The disadvantage of this 
procedure is that it requires the use of weighted scores, which may be 
impractical in real applications: test scores of pupils are in fact reported 
in unweighted total scores.

2. We can, however, also estimate theta on the basis of unweighted scores. 
The results of applying this method are given in Table 6. For B1/B2 the 
cut- off  score is at 33/34, whereas for A2/B1 the cut- off  score is at 8/9.

Above we have discussed the determination of cut- off  scores for relevant 
levels. This issue may need some further elaboration. In the rater- agreement 
analyses for the pre- university examination in English, to take an example, 
we saw that judges considered the minimum CEFR level needed to master 
the sample of items taken from the pre- university examination was judged to 
be between B1 and B2. From other sources in the internal validation study 
we also know that the examination was aimed at a level that corresponds to 
B2. We therefore believe that the most relevant CEFR score is between B1 
and B2. It is at this score that we indicate what minimum score the candidate 
needs to prove that he functions at B2.

Table 5: Correspondence weighted score – theta in the highest school level 
examination in English (pre- university)

Weighted score Theta estimate

 28 −0.490
 29 −0.478
 30 −0.468
. . . . . .
126 0.181
127 0.189

Table 6: Correspondence unweighted score – theta in the highest school level 
examination in English (pre- university)

Unweighted score Theta estimate

 8 −0.490
 9 −0.478
10 −0.468
. . . . . .
33 0.181
34 0.189
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It is also possible to compute cut- off  scores at A2/B1 and at B2/C1 for the 
vwo examination. However, in the case of a cut- off  score A2/B2 (does the 
candidate function at the B1 level?) we have more suitable instruments at our 
disposal, namely examinations that are geared towards a lower level than the 
pre- university examination. If we wish to determine if a candidate is at C1 
level (at the cut- off  score B2/C1), then we might be able to compute the cut- 
off  score needed for C1 in the pre- university examination. However, from a 
validity point of view this is a debatable procedure as judges have indicated 
that in the present pre- university examination there are (considerably) fewer 
items at C1 level than at B2 level. We would run the risk of claiming that a 
person functions at C1 level because he has mastered (nearly) all B2 items in 
a test, whereas in fact we should be showing that that person has mastered a 
sizable number of C1 items as well as some B2 items). It is therefore impor-
tant to choose the right instrument with suffi  cient items at a particular CEFR 
level to be able to give a reliable estimate on CEFR- level mastery.

In the present examination procedures applied in the Netherlands the 
State Examination Committee (CEVO) determines the cut- off  score for each 
examination. When it is claimed that an examination is at a particular CEFR 
level, we need to look at where the CEVO cut- off  score is positioned. At this 
point in time it has not yet been possible for either students or schools to 
claim that they are at a higher level than the CEFR level that corresponds to 
the CEVO cut- off  score. If a candidate has managed to achieve a higher score 
than the scores that go with the cut- off  score, one can of course conclude that 
his/her CEFR level will be higher than the level that goes with the cut- off  
score.

The judgements of the diffi  culty of the items measured can be validated 
empirically by comparing judgements with the answers of the candidates to 
the items. A complicating issue is that the examination results are sometimes 
diffi  cult to compare because the examinations do not contain common items. 
Empirical validation can show if diff erences in judgements of a random 
sample of items by expert judges may result in that the estimated required 
level of mastery for a particular CEFR level in one examination is diff erent 
from the required mastery of the same level in another examination.

In the following fi gures we will illustrate where CEVO cut- off  scores and 
relevant CEFR cut- off  scores are to be found in the Dutch pre- university 
examinations for English, French and German. As can be seen, the diff er-
ence between the cut- off  point with the CEVO cut- off  score (pass/fail) and 
the cut- off  score that goes with the relevant CEFR level of an examination, 
as concluded from the standard setting, may be considerable. We also give an 
indication of the score distribution (and consequently of the corresponding 
CEFR levels) of the sample student population for each examination.

In Figure 1 below, the distribution of scores and cut- off  scores is given for 
the highest school level examination in English (pre- university).
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We see that cut- off  scores with two CEFR levels have been computed: A2/
B1 and B1/B2. That is to say that the scores to the right of the cut- off  score 
line A2/B1, so scores of 8 and higher, belong to the B1 level. If candidates get 
scores higher than 33 this indicates a level of B2. On the basis of the internal 
validation process and from the estimates of judges we have concluded that 
this examination is aimed at students in the B2 to C1 range. We fi nd that the 
CEVO cut- off  score does not support this. Students can pass this examina-
tion with a score that is considerably lower than the score that judges expect 
at B2 level. However, a considerable percentage of students (circa 35%) do in 
fact reach B2 level on this examination. It needs to be said that it is not pos-
sible to prove with a high score on this examination that one has reached the 
C1 level: there were not enough items in the C1+ basket.

In Figure 2 below the distribution of scores and cut- off  scores is given for 
the pre- university examination in French.

In Figure 2 we see that two relevant CEFR cut- off  scores have been computed, 
at the level A2/B1 and at the level B1/B2. The CEVO cut- off  score is positioned 

0

20

40

60

80

100

0 10 20

English pre-university

30 40 50

cumulative
percentage

scores (max score = 52)

Score distribution
A2/B1
CEVO
B1/B2

Figure 1: Distribution of scores and cut- off  scores in the highest school level 
examination in English (pre- university)

0

20

40

60

80

100

0 10 20

French pre-university

30 40

cumulative
percentage

scores (max score = 46)

Score distribution
A2/B1
CEVO
B1/B2

Figure 2: Distribution of scores and cut- off  scores in the pre- university 
 examination in French



Mapping the Dutch foreign language state examinations onto the CEFR

263

in between those two levels. The judges estimated at the standard setting that 
the minimum level for the pre- university examination in French is positioned 
just past B1. CEVO expects from candidates at pre- university level a minimum 
CEFR level that seems to correspond with the level that is estimated by the 
judges at the standard setting as the level of the pre- university examination.

In Figure 3 below, the distribution of scores and cut- off  scores is given for 
the pre- university examination in German.

In this fi gure we see that two relevant CEFR cut- off  scores have been 
computed, at A2/B1 and at B1/B2. The CEVO cut- off  score is positioned 
exactly in- between. The judges estimate that the minimum level for the pre- 
university examination in German is positioned in between B1 and B2. It 
is clear that the CEVO cut- off  score is positioned considerably lower. Only 
a small percentage of candidates achieve the B2 level in the pre- university 
examination.

General conclusions and recommendations
Below we give an overview of the general conclusions that we have been able 
to draw in this study. We should like to point out here that our task has been 
to link the current state examinations of reading comprehension in English, 
French and German to the CEFR. We leave it to others to draw conclu-
sions as to the required content of and the required levels in the examination 
 syllabuses and the state examinations of reading comprehension.
1. Following all the proposed steps in the draft Manual turned out to be a 

time consuming and costly process.
2. The linking process is a good way of critically reviewing and evaluating 

the content and statistical characteristics of the examinations in 
question.
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3. From the content specifi cation it appears that the emphasis in the state 
examinations of reading comprehension is on the global descriptor 
‘reading for information’. When the specifi c descriptors of the CEFR 
are taken into account, it is found that these specifi c descriptors are 
suffi  ciently represented in the examinations. It may be considered to 
include a few more texts for reading for correspondence and reading of 
instructions in the examinations, especially at the lower levels.

4. The examinations contain a variation in text sources, text types and 
topics as mentioned in the CEFR.

5. The examination texts, from low school level to high school level 
examinations, refl ect the increase in linguistic and cognitive complexity, 
as supposed in the CEFR.

6. The variation in reading tasks which the candidates have to perform 
increases from low level to high level examinations.

7. The phases of specifi cation and standardisation could best be carried 
out in both a national and an international context.

8. In many cases the State Examination Committee’s cut- off  scores 
(suffi  cient/insuffi  cient) do not coincide with the cut- off  points as 
estimated by judges for the relevant CEFR levels.
The project has formulated a number of recommendations, two of which 

follow below.
• Further research will need to be carried out to fi nd out if examinations 

exist that have been calibrated in the way the draft Manual proposes. 
For a number of tests it is claimed that they have been linked to the 
CEFR in a valid and reliable way. However, we have the impression 
that often this is not done in the way the Manual proposes.

• Foreign test development organisations will have to be contacted for 
empirical validation. Since the full report was published, a number of 
such organisations co- operated in empirical validation of the Dutch 
foreign language examinations described above.
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